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ABSTRACT

The present research has explored the focus marking in Bengali syntax.
It provides a systematic overview, description and investigation of
aspects related to information structure (IS) 1n the grammar of Bengali
by applying methodology that allows cross-linguistic comparison of the

data.

The present study 1s a combination of spontancous data collection and
experiments. In course of experiments 1t has been highlighted on focus
word order patterns. In addition to the intrinsic scientific knowledge that
can be gaimned, this study needs to find the correlation between
information packaging and sentential focus 1n Bengali. The major
motivation of this research 1s to know how the mformation structure of
Bengali focus constructions affects the position of subjects, objects,
adjuncts and verbs. The data collected indicate a marked preference for
SOV (subject-object-verb) mn a wide vanety of discourse contexts, a
preference that differs from those claimed to apply in similar contexts in
Bengali. Nevertheless, imtwo separate object narrow-focus conditions;
Bengali subjects displayed a preference for SOV word order as

compared to OVS (object-verb-subject) or OSV (object-subject-verb).

The presence of clitics implies the projection of focus and the extension
of the preverbal field into the left periphery. The cliticization data

gathered for Bengali in main clauses and subordinate clauses context
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suggest a number of preverbal positions 1n which preverbal subjects,
affective phrases, and topic elements may appear. In course of this
rescarch, 1t has been suggested that Bengali allows a Clause-internal
Focus position between TP and vP. A Focused phrase must move
overtly to SpecFoc. The subject mm Spec TP 1s required to be
‘presupposed’, the subject 1n Spec vP 1s ‘not presupposed’. The EPP
feature of ‘T’ 1n Bengali 1s the feature [+N, +presupposed]|. The reason
1s, only presupposed NPs can be licensed in Spec TP. The non-overt
‘Expl(etive) pro” that I assume 1s merged 1in Spec TP when there 1s no

subject in Spec TP, will have a feature [+N, +presupposed].

In this dissertation, 1t has been shown systematically how focus 1s the
‘driving force” of Bengali Syntax. The clause structure of Bengali 1s
more like a ‘discourse structure’, which 1s surprisingly, part of the
computational system of Bengali. The word order and scope effects are
thus the corollaries of the semantic partition of the clause structure that

has been proposed.
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Chapter One

Introduction
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Bengali (also known as Bangla), the official language of Bangladesh, 1s
a South Asian Indo-Arian language. Typologically, 1t 1s an agglutinative
(Majumdar, 1920, p. 206) language mainly spoken 1n the Indian sub-
continent. Besides Bangladesh, 1t 1s used as official (and regional
official) language of the states of West Bengal, Tripura and Assam of
the Republic of India. At present, the accepted standard language in
West Bengal and (all parts of) Bangladesh are identical. The present
rescarch has explored the focus marking 1n Bengali syntax. It provides a
systematic overview, description and mvestigation of aspects related to
information structure 1 the grammar of Bengali by applying
methodology that allows cross-linguistic comparison of the data. In
order to achieve the aims mentioned above, the following objectives
have been taken 1mnto account.
e Dectermune the attributes of the focus word order used by the
native speakers of Bengali.
e Derive the underlying information structure of the above
mentioned focus constructions.
e Iind a relevant focus construction model to explain the nature of
Bengali syntax-information structure (IS) interface.
By accomplishing these objectives, I shall be able to explain the nature

of Bengali focus construction on the basis of the information structure.

1.1 Outline

Bengali speakers enjoy the liberty of using a variety of sentential word

orders, which 1s also available in many other South-Asian languages. It
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seems that Bengalil syntax offers additional choices for word ordering
within certain basic constituents, and native speakers of this language
can choose any of them without any kind of syntactic and semantic
restriction. However, the provision of such optionality 1s completely
against the spirit of the economy principle as found in Minimalist
Programme (MP). The minimalist framework assumes that the sole
motivation for movement 1s the checking of formal features. In contrast,
the concept of optionality in word orders has to allow two or more
structures which are equivalent 1in mterpretation. Nevertheless, 1t 1s not
possible without modifying economy by claiming that those structures
stem from different numerations. In fact, this 1s not also plausible 1n
minimalist framework. As a result, the economy principle totally defies
the optionality and tries to explain the presence of word order variations

in a different way.

Miyagawa (1997) offers a proposal that argues against true optionality
with respect to cases of scrambling 1n Japanese. He shows that each of
the possible word-orders, usually referred to as being ‘free’, carries a
slightly different interpretation, and 1s motivated by different syntactic
and semantic considerations. Adger (2003) also demonstrates that
subject scrambling 1n German, a movement operation that appears to be
optional, i fact carmes a difference in meanmng with respect to
presuppositions. Inspired by such arguments, 1t 1s possible to pose an

important question about the correlation between focus word order

12
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preferences by Bengali speakers and their supplied information

structures.

The present study 1s a combination of spontaneous data collection and
experiments. In course of experiments I have highlighted on focus word
order patterns because 1n addition to the intrinsic scientific knowledge
that can be gained, I need to find the correlation between information
packaging and sentential focus in Bengali. In the course of this outline,
my motivation 1s to know how the information structure of Bengali
focus constructions affects the position of subjects, objects, adjuncts and
verbs. This will also help me to sketch out the least marked order 1n this
language, the order which 1s used to disambiguate, and the most
frequent order. In this study, I shall assume that the role of information
packaging 1s relevant to answering this question. The best way to find
such facts 1s to collect relevant data from an authentic database like oral
corpora. However, such a database 1s yet to be available 1n Bengali.

Hence, I have collected primary data from native adults.

This dissertation consists of five chapters. The first chapter will work as
an mtroduction to the main research area. The core facts related to
Bengali focus and other syntactic 1ssues will be demonstrated here
briefly. The second chapter will explain the theoretical base for the
information structure and focus constructions. In this chapter, I shall
figure out the nature and properties of the focus and nformation

structure as well. At the end of this chapter, I have been able to draw a

13
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data collection design with the help of those theoretical 1ssues. Since I
need a well-designed tframework for collecting spontaneous responses
from Bengali native adults, the third chapter will provide the description
of this experimental design and the methodology for collecting data. In
the fourth chapter, I have started out to analyze the data. I also need to
check the descriptive statistics of different components of the data set
and 1llustrate findings with the help of graphs and tables. 1 have
discussed findings and results 1n the fifth chapter. In the discussion area,
a relevant focus construction model has been figured out to explain the
nature of Bengali syntax-information structure (IS) interface. Finally 1

draw the conclusion and offer links for further research.

1.2 Core Facts

Bengali focus constructions and its information structure— are two
central concems of this research. Throughout, I use the term focus 1n the
following sense: the focus of a sentence 1s the portion that contributes
the most salient or relevant information (Aboh, 2007, p. 1). Focus
generally provides new or contrasting information (Selkirk E. | 1984, p.
200). More specifically, focus indicates that a number of (contextually
specified) altermnatives are under consideration. Focus may be used to
supply a range of pragmatic functions, such as identifying which
alternative(s) has a pertinent property (new-information focus),
designating a contrast between alternatives (contrastive focus), etc. It 1s
important to mention that such a description does not make indication to

the explicit means used by a language to poimnt out focus. While

14
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languages like English regularly apply intonation to mark focus, many
languages make use of morphological and syntactic strategies
(Erteschik-Shir, 2007). For example, movement to a clause-initial (or
left-peripheral) position 1s a commonly used focus strategy cross-
linguistically (Aboh, 2007). Hungarian 1s often maintamned to have a
preverbal position reserved for (exhaustive) foct (Kiss, 1998). However,
many languages apply strategies where a functional morpheme
designates that an element (usually) adjacent to it supplies new or
contrasting information. In Bengali, positional variations of constituents
in the syntactic domain, morphosyntactic cliticiztions and of course 1n-
situ or ex-situ i1ntonation strategies are used to manifest focus
constructions and their information packaging as well. Since 1 delimait
the present research area within the application of Bengali syntax, I shall
try to concentrate only on the movement and vanations of focus
constituents and clitics. In the following sections of this chapter, I plan

to introduce these elements and show their uses in Bengali language.

A particular focus construction may use more than one of the above
strategies. Such as, in English it-clefts, the focused constituent occupies
an assigned position (syntactic strategy), and 1s accented (intonational
strategy). Many Asian languages combine a syntactic strategy with a
morphological strategy to indicate DP focus. Bengali 1s a language of
this type. I take focus to be a syntactic feature which can be manifested
prosodically, morphosyntactically, or not at all. Absence of an overt

realization of focus does not imply its non-existence. For instance, a

15
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syntactic component that 1s pragmatically aimed to contrast with
alternatives 1s still considered to be focused, regardless of whether 1t 1s
overtly distinct or not (Sarkar, 2006). The most visible paradigm for
identitying constituents as focused 1s question-answer dialog (Selkirk E.
, 1996). For example, in English, merely new information can be
prosodically prominent in an ordinary question-answer dialog. As a
result (1b), but not (1¢), 1s a suitable answer to (la). Usually, focus on a
constituent 1n an answer obligatorily corresponds to the wh-expression
in the question.

(1) a.  Who does Sumon saw?

b. Sumon saw Shobu;.

c. # SUMON saw Shobu;.

In (2), read contrasts with write, and both elements are (intonationally)
focused.

(2) I didn’t READ, I WRITE.
Whereas some languages may diverge in how contrastive and new-
information focus 1s manifested. Here 1 present the concepts of
contrastive and new-information focus, since Bengali identifies them

morphosyntactically in nearly the similar ways.

I have already mentioned that a focus particle 1s a lexical item whose
meaning interacts with the focus/background partition of sentences in

which 1t occurs (Sudhoff, 2010, p. 6). Sentences containing focus

16
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particles such as English only and also can have diverse truth-conditions
depending on which constituent 1in their scope 1s focused. Therefore,
several particles are labeled as focus-sensitive i a sentence. In the
following example, (3a) but not (3b) 1s referred as false 1f Sumon also
bought the book. (3b) but not (3a) 1s referred false 1if Sumon also
borrowed a pencil box.

(3) a. Sumon only [BORROWED the book]

b. Sumon only [borrowed THE BOOK]

Along with focus construction, information structure also has a close
connection with the discourse {functions of a language. Two
informational structural descriptions of propositions, namely ‘topic’ and
‘focus’, are very prominent in this formal organization of linguistic
expression. I have already presented a brief description of focus. As a
part of information structure, ‘topic’ 1s used to convey the aboutness of a
linguistic expression and 1t helps the new information to be conveyed.
On the other hand as I have mentioned above, ‘focus’ provides either
new or contrastive imformation by emphasizing a syntactic domain of a
sentence. In the alternative case, 1t 1s possible to state that the sentential
discourse 1s organized by mnformation packaging devices, such as topic,
focus etcetera. The topic of a sentence which bears the aboutness
phenomenon can roughly be defined as what the sentence 1s about.
Usually the subject of a sentence functions as the topic of that sentence
(Partee, 1992). For this reason, 1n the most common cases, 1t makes the

left peripheral zone of a sentence the preterred position for the

17
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topichood. However, 1t 1s also possible for a topic to occupy other
positions 1n a sentence. Focus, on the other hand, 1s treated as the source
of the most informative part of the sentence. It relates to what the
speaker 1n the particular situation regards as unknown to the hearer.
Phonologically, focus 1s the source of the main prosodic prominence of
the sentence (Chomsky, 1971). One of the prominent roles of focus 1s to
introduce new entities mnto the discourse. In other way, a sentential
phrase denoting an entity already mentioned 1n the previous discourse
can appear as the focus of the sentence. Hence there 1s a major split into
Information and Identificational Focus (Kiss, 1998). The disparity
between the two 1s closely connected to both the syntactic and semantic
ideas (Kiss, 1998). Prosodically, identificational focus 1s typified by
emphatic stress, while information focus 1s differentiated by a tfalling
tone or sentential stress (Reinhart, 1995). Structurally, 1t has been noted
cross-linguistically that identificational focus has a propensity to mnvolve

movement where as information focus 1s usually assigned in situ

(Rembhart, 1995; Kiss, 1998).

1.3 Bengali Language: Default Word Order

Bengali 1s a predominately SOV language, with post-nominal
determiners and adpositions. Alignment 1S mainly
nominative/accusative.  Subject/object  person  agreements — are
comprehended by cross-reference affixes on the (inflected) verb. Finite
verbs agree 1n person with their subject. Tense and mood are marked by

verbal suffixes. Aspectual mmformation 1s determined by a verb-stem

18
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alternation. It 1s possible to assume that the position of topic or focus n
a sentence 1s applied and activated on the basis of a hypothetically
neutral word order. However, I can draw an outline of this highly
conceptual phenomenon and make a strong assumption about the neutral
word order for Bengali. Indeed, it 1s impossible to determine such a
word order that 1s absolutely neutral. Since any kind of utterance 1s
always at least to some extent contextually motivated, I can say that the
word order 1s more general and has the ability to be applied in many
different conversations. Else, the word order does not have any specific
context, and the speaker uses this word order with all new mformation
when he or she 1s motivated to utter sentences out of the blue. In
general, SOV prevails as a common possible preference in Bengali
native speakers’ intuition. To check this mtuition, I can figure out a test
to know what people say neutrally in a given situation. In this test, I
introduce three different situations where the first one has a topic; the
second one demands some new information and the third one requires
all new mmformation. I want to see what the native speaker in Bengali

thinks about the word order 1n these specific situations:

(4a) Situation 1#  The speaker 1s requested to say something
about Sumon
Speaker: Sumon sharadin boi po’Re. S Adjunct OV
Sumon all day long book.pl read. PRS.3

“Sumon reads books all day long.”

19
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Situation 2# The speaker 1s asked: what did Sumon buy
yesterday?

Speaker: Sumon go’tokal ekti bo1 kinechilo S Adjunct O V
Sumon vesterday a book buy.PST.3
“Sumon bought a book vesterday.’

Situation 3# The speaker 1s asked: what 1s going on?

Speaker: Sumon o’nekkhon dhore bor  poRche S Adjunct O V
Sumon a long time for book read.PRS.Prog.3

‘Sumon has been reading a book for a long time.’

As I have found SOV word orders 1n all three types of situations. In
contrast, I also consider other possible word orders 1n Bengali like SVO
and OSV to determine that SOV order 1s felicitous 1mn various contexts
where as other orders are not felicitous 1 all of them. First, I try to
apply OSV order 1n the context of example (4a) where someone 1s asked

to tell something about Sumon:

(4b) Speaker: ?bo1 sharadin Sumon po’Re O Adjunct S V
Or, ?sharadin bo1 Sumon po’Re Adjunct OS V
Or, ?bo1 Sumon po’Re sharadin O S V Adjunct

It 1s really interesting that OSV order cannot go with any of the above
mention sentences and make them weird. Even it does not work with

different positions of adjunct. Therefore, 1t 1s possible to understand that
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OSYV cannot be the default word order 1n Bengali. Now I try SVO order
for the same context:
(4¢) Speaker: ?Sumon sharadin poRe bo1 S Adjunct V OFOC
Or, ?sharadin Sumon pore boi Adjunct S V OFOC
Or, ?Sumon poRe boi sharadin S V OFOC Adjunct

Unlike OSV, the SVO order makes all three sentences object-focused.
Theretore, I have got focused objects with this word order which 1s not
required 1n this context. Moreover, the speaker 1s asked to tell about
Sumon not about the boi “book’. So, SVO cannot even produce expected
information structure for this context. Instead of using SVO, another
word order sequence like OVS can also be examined. In such a case,
OVS order marks all three sentences subject-focused which are not also
expected. According to these examples, I can say that other word orders

except SOV cannot go with all contexts.

As a result, 1t 1s possible to assume that SOV 1s the default or the most
general word order for Bengali. The native speakers of this language can
use SOV order 1in different situations. It 1s generally assumed that a
speaker structures or packages the information 1n such a way that there
1S an optimal exchange of mformation. Since my previously mentioned
examples show that Bengali1 word order scrambling 1s used as a tool to
avail the optimal exchange of information; 1t creates a possibility to
think that scrambled word orders are motivated by explicit and specitic

constraints on mformation packaging.
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1.4 Bengali Focus Constructions

‘Focus’ 1s commonly taken as an information highlighted element in a
proposition. It 1s well known that languages may manifest one or more
from the following range of morphosyntactic or prosodic options as

reflexes of focus:

a. Focus n-situ Bengali, English, Hungarian...
b. Focus ex-situ

*Clause- mmitial Bengali, English...

* Pre-verbal Bengali, Hungarian. ..
» Post-verbal Bengali...

c. Focus markers Bengali...

d. Focal stress Bengali, English. ..

From this briet typology, 1t can be seen that languages frequently select
more than one option from this set. For example, both English and
Hungarian display in-situ and ex-situ focus. A language that displays
focus fronting or clefting 1s also likely to mark the displaced constituent
with main sentential stress. Some languages, as I shall see with Bengali,
display both displacement and the presence of focus-marking
morphemes (by using clitics such as: /o/, /1/ which I shall discuss 1n the

next section) within the same construction.

A theoretical 1ssue that arises again here: given the minimalist view of
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language as a pertectly economical system, I do not expect more than
one means of achieving one interpretive goal. If a language has more
than one focusing strategy, can cach of these be established as
corresponding to a distinct interpretive goal, or are nterpretive
‘decisions’ forced by pragmatic factors? It 1s clearly considerations of
this nature that motivate approaches such as that of Kiss (1998), and
which also, in part, motivate the present study. If I am able to set up
that, in a given language, each divergent focusing tactic results 1mn a
distinct reading, and then I can work towards supporting the view of
language as an entirely economical system in which redundancy and
optionality do not subsist. If, 1n contrast, the empirical facts turn out to
be mnconsistent with this hypothesis, I am then forced to accept that

optionality exists in the syntax, as well as at the interpretive level.

The following data which are posed after this short argument have been
given 1n question-answer pairs; this discourse context allows me to
explain the difference between semantic focus types. From these data, 1t
comes 1nto view that focus fronting 1s suitable as either new information
or exhaustive listing focus, and that the type of focus 1s resolved by
discourse context. The presence/absence of focus marker does not
change the type of focus, only 1ts ‘impact’; native speakers express it as
‘adding emphases’. Note that, even though the examples given here are
limited to object focus, Bengali generously permits the focus fronting of

any constituent, including VP.
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The following examples also show that there 1s evidence for focus in-
situ 1n Bengali. As the term ‘in-situ’ suggests, 1n these constructions, the
focused constituent appears 1n 1ts base position, INFL appears in the
neutral form, and the focus 1s indicated by main sentential stress. The
contexts given indicate that, as with ex-situ focus i Bengali, mn-situ
focus 1s appropriate as either new information or exhaustive listing

focus.

Identificational focus works as a quantifier and mmvolves an operator that
expresses exhaustive identification (Stoyanova, 2008). As it behaves
like an operator, 1t can move 1mnto a scope position 1n the specifier of a
functional projection and 1s able to bind a variable (Kiss, 1998). This
type of focus represents the subset of the set of contextually given
celements and can bear a [*contrastive] feature. Identificational focus
interprets as [+contrastive| while 1t operates on a closed set of entities.
According to Rooth ( 1985), evoking alternatives 1s the primary function
of focus, and the ‘contrast set” evoked by the focus provides the locus
for focus sensitive operators such as only, even, and also. Other
rescarchers (e.g. (Horn, 1981), (Vallduvi, 1992)) take information status
to be primary, and treat contrast as secondary and derivative. Some type
of linguistic prominence codes mformation focus and contrastive focus
across languages, a fact that no doubt has contributed to a blurring of the

distinction between these two categories.
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Moreover, as a precondition of the contrastive version of 1dentificational
focus; members of its entities should be acquainted with the participants
of the discourse. Besides this semantic guideline, contrastive focus
maintains close connection with syntactic elements, especially wh-
questions, and requires licensing positions in different languages. The
analysis proposed 1n Rizz1 (1997) suggests a fixed component, involving
the heads specitying force and finiteness, and an accessory component
involving the heads of topic and focus, which are activated when needed
(1.e. when there 1s a topic or focus constituent to be accommodated 1n
the left periphery of the clause). Therefore, I would like to say that 1n
Bengali, focus can be activated for movement according to the
necessity. However, 1t 1s not vet decided whether Bengali has a
designated place for its focused elements. In the following set of
examples, I get a smmple wh-question (5a) at the beginning. A
straightforward answer to (5a) 1s the normal word order sentence (5b).
Since I get new information from this answer, I identify this as
information focus. Now, I suppose that the answer which has been given
1s wrong and someone 1s asked to correct 1t. In this situation, I shall be
able to get 1dentificational or contrastive focus. In this way, (6a)
contrasts with (5b) and identifies the correct proposition with different
ordering. (6b) also does the same thing, however in that case the
sentential order 1s different.

(5) a.Sumonki  rakhlo? SOV

Sumon what put.PST.3
“What did Sumon put?”’
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b. Sumon boi-t1  rakhlo SOV (new information)
Sumon book the put.PST.3

“Sumon put the book”

(6) a. na, ko’lomtt Sumon rakhlo  OSV (exhaustiveness with contrast)
no, pen the Sumon put.PST.3
‘No, Sumon put the pen’
b. na, Sumon rakhlo ko’lomti  SVO (exhaustiveness and contras)

no, Sumon put.PST.3 pen the

It has been seen that contrastive focus also shows word order variation
in Bengali. According to (Kiss, 1998) English contrastive focus 1s
preposed mto Spec-FP, whereas syntactic study on contrastive focus
interpretation of Bengali 1s not very clear 1in the established literature. A
final question which arises 1n relation to focus in-situ 1s the following:
since Bengali permits both ex-situ and 1n-situ focus, 1s 1t possible to find
both co-occurring i1n a single construction? Omnly relevant empirical

evidences will be able to find any solution to this query.

1.5 Cliticization in Bengali: A Focus Tool

/o/ and /1/ are commonly used emphatic clitics in Bengali which also
mark focus 1n this language. Native speakers of Bengali use them as foo
and [+ emphatic] respectively. Initially, /o/ and /1/ tend to adjoin as

enclitics to an element of type X” which is then the focus of the clitic
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(Bayer, 2011, p. 3). The following examples will show the common

patterns of these clitics:

(7a) Sumon- 0 poR- be
Sumon- too read- FUT3
‘Also SUMON will read’

b) Sumon poR- be- O
Sumon read- FUT3- too

‘Sumon will also read’

In (7a) /o/ adjoins with a nominal constituent and 1n (7b) shows that an
inflected verb can also bear such a clitic. The following example shows
that 1t can also attach overtly to an inflected noun.
(8) Sumon Shobuj- ke- o  chineche
Sumon Shobuj- [Acc] -too know-PRE3

*“Sumon has known also Shobu;y”

So far, 1t has been 1illustrated that /o/ follows the inflected verb, and
inflected nominal constituent. However, 1t will not be able to be placed
between the stem and the ending. The example given bellow 1s showing
this contrast and the unacceptability:
(9a) chin- 1- ©
know- [1]- too
“(I/T) also KNOW’

b) *chin-o0-1
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(10a)  chin- chh- 1- O
know- [prog] [1]- too
“(I/'We) am/are also KNOWING”
b) *chin-o-chh-1
Now consider instances where the clitic can be added before the

intlectional ending 1s attached.

(11a) Sumon Shobuj-ke chine- che-o
Sumon Shobuj[obj] know- PRF.3-too

“Shumon has also known Shobuy’

b) Sumon Shobujke chine-o-che

¢c) chin- e- ch- 1- 1- am- O
know- [PRT]- [PROG]-[link]- [ PST]- 1]- too
“(I) have also KNOWN”

d) chin-e-o-ch-1-1-am

Even though the clitic can be appended between the stem and the
inflection (see example: 11b, 11d), 1t cannot be mnserted between atfixes.
In Bengali, the clitic insertion process selects binary options— the clitic
either comes right after the stem, or it must come after all the affixes are

added (Bayer, 2011, p. 5). This also rules out the following example as

well.
(12a)*chin-e-ch-1-o-lam

b) *chin-e-ch-1-1-o-am
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In contrast, nominal constituents 1n Bengali do not allow clitics to be
inserted between the stem and the inflection. Theretfore, example-13 1s
ungrammatical. /o/ appears here between a noun stem and the case-

marker as well as the inflectional ending -ke.

(13) *Sumon Shobuj-o-ke chinche

“Sumon has known also Shobuj”

This rule 1s also applicable for Bengali verbal nouns a compound like
clement commonly available 1n this language. A verbal noun 1s derived
by affixing the suffix -a to a V-stem. Such as a Bengal1 verb stem: gao
‘sing” adjoins ‘a’ and derive gaoa ‘singing’. A verbal noun can also add
one or more N”-object with it (e.g., gan gao-a ‘song singing’). As (14a)
below 1illustrates, /o/ can attach to the verbal noun and select 1ts focus
inside. On the other hand, (14b) reveals that clitics fail to adjoin to the
focused N 1ncorporated. For these examples, 1magine a context in which
someone states that (s)he liked somebody's listening of music very
much.
(14a) tader [gan gao- a]- o bhalo laglo

their song sing-ing- too pleased-PRF.1

‘(1) was pleased by also their singing of SONG'

b) *tader [gan-o gao-a]| bhalo laglo

It 1s possible to assume that Bengali clitics enforce quantificational
properties on their morphological/syntactic domain, comparable to only

and even 1n English. As Rooth (1985) argues, a phrase narrowly focused
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by only, even, etc., must be inferred relating to a quantificational
domain. Let me assume that (15a) bellow 1s an S-structure; (15b) 1s the
logical form derived from internal language, and (15¢) 1s a rough
semantic representation which transduces the logical form mto a
proposition with a universal quantifier having scope over 1it.

(15a) I saw only Sumon.

b) [only Sumon]; [I saw X;]

C) For all x [I saw x—X = Sumon]

‘Only Sumon’, like ‘Sumon-1’ 1s a quantifier which must be assigned
scope over the clause (proposition) at the level of logical form. Scope
assignment, however, 1s constrained in language-specific ways. For
instance, even 1 English cannot appear in an unconstrained tfashion,
although there 1s no prima-facie semantic reason which could prevent
this.

(16a) They have killed [yp even [ypmy pet]]

b) *They have killed [yp my [ypeven [ypet]]

In English, only, even, etc. and their respective correspondents exhibit
different 1sland effects. According to Koster (1986), with the exception
of VP, all maximal projections XP of lexical categories are virtual
bounding nodes. A bounding domain can, however, be extended when
XP 1s governed by an element which conforms to the basic orientation
of government 1n the language. The direction that counts as basic 1n a

VO-language such as English 1s rightward while 1t 1s leftward 1n OV-
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languages such as Bengali. The following example in English will help
me to realize the rightward sy stem.
(17a) Sumon would [even [talk to Shobuy]] (adjoined to VP)
b) Sumon would talk [to [even [SOBUIJ]]]

> >

Adopting the rule of quantifier raising (QR) as suggested in May (1977),
English allows for even Sobuj to undergo QR because P govemns 1n the
same direction as V: the PP ceases to be a bounding node, and (17b) 1s
well-formed. The denivation of well-formed logical forms seems to be
constrained by the following principles (Bayer, 2011, p. 10).
(18a) Focus-sensitive quantifiers (onfy, even etc) must have access to a
domain of quantification.
b) Raising to S (or at least to predicate-level) provides a domain for
quantification.
¢) Governed quantifiers must be (canonically) governed in a dynasty
(g,.....2,) of unmiformly omiented governors, up to a tree height

where a quantification domain 1s found.

Bengali does not have a system as English does. It has exclusively post-

positions. Since 1t 1s an OV-language, PPs should not lead to island

effects.

(19a) Sumon Shobuj- er- o Songealap korbe
Sumon Shobuj- [GEN]-too with discuss do [FUT]

“Sumon will discuss with also Shobuy'
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b) Sumon- er- 1 biShoye alocona hochilo
Sumon- [GEN]-[EMPH]about dicussion PST.PROG-take-place
‘Discussion took place about SUMON

There are other postpositions, however, which do not allow simillar
construction. Besides this, Bengali adjectives take NP-comlements to
the left. As expected, 1sland effects are absent here, too.
(20) Sumon-  er- O bhokto
Sumon- [GEN]- too fan

‘Fan of Sumon, too’

Quantified NPs which are adjoined to X" can freely undergo quantifier
rising because they are ungoverned. The X to which they belong does
not count as a bounding node. The Bengali possessor-NP appears to be
adjoined 1.c., not 1 [Spec, NP]-position as in the case 1n English. The

following example describes this fact:

(21a) [npi1|np2 amar chacha- r]  [yp; o1 kaloml]]

my uncle [GEN] that pen

‘That pen of my uncle’

b) [np1[np2 my uncle’s]| [y pen]|

C) *my uncle’s that pen

Both the grammar of syntactic movement and the grammar of scope

assignment behave accordingly, as described in the next.
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(22)  NP-split in the syntax
a) Tumi [kon chele ta- r ko’lom| dekhecho?
You which boy- [DET]-[GEN] pen seen-PERF.2
“which boy’s pen did you see?”

b) [kon- chele- ta-r|tumi [kalom] dekhecho?

This 1s not possible in English. It would violate what has become known
as the ‘left branch condition’.

(23a) [whose pen| did you see?

b) * [whose] did you see |pen|’

Exactly the same constraint seems to be at work in logical form, as
indicated by the grammaticality difference between (24) and (25).

(24) NP-split 1n logical form
‘amar CHACHA r- o] joma bikr1 hoe gache

‘my uncle (GEN)-too] land sold become gone.PRF
‘Also my UNCLE's land was sold’

(25a) *[my UNCLE even’s] land was sold
b) *my uncle TOO’s]| land was sold

It 1s possible to assume that N does not lexically govern a structural
position such as [Spec, NP]|. Despite the canonical direction of
government that holds 1n a language, this guarantees that NP 1s an 1sland

for the possessor-NP 1n (21a).
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I can now make the following generalization. Only those quantified
clements X can undergo quantifier raising which are either adjoined to
some YP or linked in a dynasty. A dynasty 1s built by a chain of
successive governors when they govern in the same canonical
direction.[; X particle] or [y particle X] 1s c(anonically)-govemed, 1t the
minimal maximal category dominating X contains a governor G which
precedes X 1n a right-barnching language and follows X m a left-
branching language. In the following examples, these requirements are

not met;:

(26a) *ami |[yp nil- o bari] dekhechilam

I blue- too house see-PST
‘I saw a house which 1s also BULE’

b) *They have killed [wp my [y pet]]]

¢) *Sumon [yp Shobuj- o- ke] chinche]
Sumon Shobuj- too- [Acc] know-PRF
‘Sumon has known also SHOBUJ”

d) *tader [nplv [vp[ngan- o] [v goal]]- a]]] bhalo laglo

their song- too sing- 1ng pleased-PST

(26a-c) are ruled out because the NP 1s the minimal maximal category
dominating the quantified X, and X fails to be c-governed in NP. The
category dominating the quantified nil-o 1n (26a) 1s the NP nil-o bari,
analogously, the relevant category 1 (26b) and (26c¢) 1s the NP my even

pet and Shobuj-o-ke respectively. Notice that /o/ 1n (26¢) c-commands
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only the uniflected noun. After the attachment of the case-suffix -ke,
which I do not consider to be a governor, the quantified element can
only be the bare noun. The dominating minimal maximal category 1s the
NP across which the quantificational domain cannot be extended. Under
the assumption that gan-o gao-a mm (26d) (=14b) 1s a VP which
undergoes nominalization due to the affixation of -a, po’r c-governs
gan-o, but the dominating and intervening NP blocks the formation of a
dynasty with the verb (bhalo) laglo. Obviously, the nominalized VP

itself does not count as an approprnate quantification domain.

1.6 Main Question

During the discussion, I have raised a couple of questions regarding Bengali
focus constructions which need empirical support to be answered. So far, 1t
has been observed that Bengali language permits different grammatical
word orders. Syntactic imnterpretation of Bengali focus constructions and 1ts
correlation with mmformation packaging still needs empirical support to
come to a conclusion. Before doing this, I can devise the main question for
this research with the help of our observation and precise properties of
Bengali syntax. Therefore, 1t 1s important to figure out the main research
question of this study:
How do the mformation structures comncide with focus constructions
in the sentence patterns used by Bengali native speakers?
However, there 1s several specific research questions are allied with this

main query. These allied questions are:
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1. What are the basic characteristics of Bengali native speakers” focus
preference?
2. How do the Bengali native speakers convey the mformation within

the scope of focus structures?

I shall search answers to these questions by doing experiment with Bengali
native adults. By now, 1t has been studied that there are intricacies entailed
in settling on the exact status of Bengali focus constructions and their
relevant 1nformation structure. I presume that the syntax—information
structure interface 1s a vital step 1n the constructing of an acceptable focus
structure. Precisely explaimming this interface necessitates organized and
empirical data on what kinds of sentence structures are suitable in what
types of discourse contexts to serve as a guide. Therefore, I have designed
quantitative and qualitative tasks to collect such data for Bengali, which will
then supply the part of the empirical base for my analysis of Bengali focus

constructions.

1.7 Hypothesis

Smce my research question has already been devised, 1t motivates me to
formulate the null hypothesis for our present research experiment. The null
hypothesis 1s designated as HyA:

HyA: Bengali focus constructions are purely stylistic and different

focus word orders carry same mformation packaging.
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If I successtully reject this hypothesis with the help of the result of my

experiments, then I need to test an alternative hypothesis which 1s

designated as:

H,B: Bengal1 focus construction 1s sensitive to information structure

and the mformation structure motivates the syntactic position

of focus particles.

1.8 Conclusion

The answers to these questions will be figured out by doing experiment
with Bengali native adults. In the next chapter, I am going to discuss the

theoretical 1ssues and review relevant literatures regarding focus

constructions and imnformation structure.
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I have already assumed i1n the previous chapter that the word order
scrambling 1 Bengal1 1s typically context-dependent and an explicit
communicative context motivates to determine the word order of a
Bengali sentence. Moreover this analysis based assumption will also
increase the chance to nullity HyA, the hypothesis which has been taken
into account 1n the previous chapter. Therefore, the aim of this chapter 1s
to discuss about focus word orders and their accompanying contexts. In
section 2.1, I introduce some of the basic concepts and dichotomies used
to describe information structure and focus. In section 2.2, I discuss
some of the definitions of topic/ theme that have been proposed 1n the
literature, and present the definition that I adopt 1n this dissertation. In
section 2.3, I examine the accompanying definitions of focus/rheme 1n
the literature, and discuss the assumptions that I make for this concept 1n
this dissertation. In section 2.4, I brietly discuss the way i1n which the
syntax-discourse interface has been described from a syntactic
perspective, and some of the theoretical problems mvolved in such
analyses. In this section I also examine syntactic accounts of the syntax-
information structure interface. In section 2.5, I examine relevant
literatures for the syntax-information structure interface. In section 2.6, 1
conclude the chapter by discussing the implications of discourse factors
in speaker judgments, as well as the research questions guiding the

methodology that I present in Chapter 3.
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2.1 Information Structure

It 1s possible to divide sentences i1nto 1nformational units. An
informational split 1s different from that of subject-predicate. This split
as starts with the base which 1s used by the speaker and the hearer to
communicate together. Vallduvi & Engdahl (1996, p. 460) explain
information packaging as the “structuring of sentences by syntactic,
prosodic, or morphological means that arises from the need to meet the
communicative demands of a particular context or discourse.” A well
established fact in the literature on information structure 1s that
sentences bear a less mformative part (Topic or Theme), and a more
informative part (Focus or Rheme) as well. Different dichotomies have
been proposed to comprise this split mn the mformation structure:
Theme-Rheme, Topic-Comment, Topic-Focus, Focus-Presupposition,
Focus-Open Proposition, and Focus-Background (Hockett, 1958);
(Erteschik-Shir, 2007); (Prince, 1986); (Rochemont, 1986), (Ward,
1988); (Vallduvi E. , 1990), among others). Vallduvi (1990) studies that,
cven though all these proposals accept the basic 1dea of a split, they
differ in where the split occurs. In literature, a large number of proposals
that take apart the Topic/Theme from the rest of the sentence diverge on
how to identity the topic. The same frequently results from definitions
of focus or rheme. However, despite such disparity in explanation, the

definitions of these terms are commonly taken for granted.

In the previous chapter, I have already experienced how focus 1s one of

the most delicate 1ssues 1n the study of grammar. I may assume that the
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location of the focused constituent within a sentence 1s predictable on
the basis of the syntax of a given language. Moreover, the definition of
all constituents that might be interpreted as focused might be understood
through language-specific skills. The major (though not only) division
across languages as to the distribution of focus 1s related to the degree of
freedom that languages allow for its location. Focus 1s represented in
different ways 1n different languages. However, focus itselt has different
classifications according to its properties and appearance (Azad, 1994).
Two types of focus that are generally defined as new information focus
and i1dentificational focus. This second type of focus which 1s also
known as contrastive focus expresses exhaustive identification and
occupies the specifier of a functional projection (Kiss, 1998). On the
contrary, as I saw before, the new information focus conveys new
information and mnvolves no syntactic recording. Consider the following
examples:

(1) Identificational Focus: It was to Sumon that they lent the

book. (Exhaustiveness)

Information Focus: They lent the book to Sumon

From this example, I can again see that information focus 1s based on
contextual new nformation for a certain linguistic expression. The
following table (2.1) will help me to get the i1dea about the imnteractions

among the contrastive and non-contrastive topic and focus:
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Topic Focus
Non-contrastive aboutness topic new  1nformation
[topic] focus
[focus]
Contrastive contrastive topic contrastive focus
[topic, contrast] [focus, contrast]

Tablel: The Interactive Relation Between Topic and Focus

The table expresses that topic and focus are basic notions 1mn mformation
structure that can be enriched to vield a contrastive interpretation. In
other words, a contrastive topic and a contrastive focus are an aboutness
topic and a new information focus, mterpreted contrastively. The

following sections will discuss these 1ssues 1n detail.

2.2 Topic/Theme

Mathesius (1975 [1961], p. 30) describes the theme as “the element
about which something 1s stated”. In the literature theme, or topic,
generally share schemes of aboutness, discourse-oldness, shared
knowledge, or discourse salience. Within the {framework of
communicative dynamism (CD), Firbas (1964, p. 272) suggests that the
theme holds the lowest level of CD. According to him, the theme can
convey not only known information but also 1t can transmit even new,
unknown information. On the contrary, Contreras (1976, p. 16) believes
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that the elements which develop the notion of theme are realized by the
speaker to be present 1n the addressee’s consciousness. By introducing
the dichotomy Topic-Comment, Hockett (1958, p. 201) 1illustrates the
topic as “what the speaker 1s going to talk about”. Halliday (1967, p.
212) extends this 1dea by describing the theme as “what I am talking
about now”. According to Gundel’s (1988 [1974]) proposal, topic
exemplifies the subject-matter of the sentence but indicates that it 1s
correlated with given (non-focal) information 1n the sentence, and never
has primary stress. Sgall et al (1986, p. 80) portray the topic as “the
items the speaker supposes to be activated in the hearer’s memory at a
given pomt of time”. Erteschik-Shir (2007), among others, depicts
topics as old or presupposed mtormation; however, Reinhart (1995)
does not support the classification of topics as old mmformation. She
exemplifies discourse as a shared procedure of constructing a “context
set” consisting of subsets of propositions. Sentence topics are one subset
of this context set which are able to classity referential entries. On the
other hand, Dahl (1974) proposes a tripartite structure which mvolves
the topic-comment and focus-background. By improving this notion,
Vallduvi (1990) finds an overlap i Dahl’s (1974, p. ex. 3) two

dichotomies as 1n (2).

(2)
topic comment
What does Sumon eat? -Sumon cats cake.
background focus
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In (2), Sumon 1s both topic and focus, and eats torms part of both the
comment and background. Vallduvi suggests a different sort of
trichotomy as a solution of this overlapping 1ssue. He 1dentifies it as a
redundancy. According to Vallduvi, topics are stated as links. Topics
only appear 1n the 1mitial position of a sentence and they are used to turn
on the hearer’s ‘knowledge store’. This proposal illustrates that the
sentence 1s divide primarily into Focus-Ground. This splitting process
continues and the Ground 1s divided again into Link-Tail. In domain of a
sentence, Vallduvi finds focus as ‘the only non-elidable part’. He also
identifies the Tail 1s non-topic and non-focus. By this analysis then,

Sumon eats would form the link, and cake would be the focus.

Since pronominal elements may be topical in a sentence, Lambrecht
(1994) argues against the proposal of Vallduvi by restricting topics to
discourse referents. According to him, such referents are what a
proposition 1s about. Others have described topics 1n different terms
such as presupposition, background, or open proposition. Jackendoff
(1972) illustrates presupposition as imformation assumed by the speaker
to be shared with the interlocutor. Dahl (1974) as well Vallduvi’s (1990,
p. 38) 1dentifies the background as the non-focused part of the sentence.
Theretore, Vallduvi elaborate this finding by categonizing it as the
complement of the focus. Besides all these explanations, it 1s also
noticeable that different languages mark topics differently; such as:

phonologically, morphologically, lexically, and syntactically. Since a
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number of ways are followed to mark topic cross-linguistically,
Casielles (2004) suggests that different definitions of topic are needed
for 1llustrating and identifying the characteristics of topic elements in
human languages. According to her, the nature of topical elements of a
language should be realized by considering the specific characteristics

of that particular language.

The basic definition of fopic that I assume 1s based on the notions of
“aboutness” or “discourse old™ discussed above. Topical, discourse-old
clements tend to appear in preverbal positions. As most accounts of
topic occur 1 a dichotomy with terms like comment or focus, they
inevitably mvolve an accompanying definition of the term focus as well.
In the following section, I present some of these characterizations of

focus 1in the literature.

2.3 Focus/Rheme

According to Casielles (2004, p. 127), focus or rheme elements are
“more informative and less topical”, they are also identified as
prosodically prominent. In general, they are mmvolved to represent new
information within the discourse, and also tend to occur toward the
rightmost edge of a sentence. However, such a sismple defimition fails to
accommodate the exceptions and complications of them. Rochemont
(1986) differs with the 1dea that focus associates with new information
based on the existence of focused pronouns (3), which he treats as old

intformation.
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(3) Who did they mnvite?

Sobuj said they mmvited HER.

In this example, the pronoun Aer must refer to known, old information.
Theretore, since her may be focused, Rochemont claims that the
correlation between focus and new information does not established.
Casielles (2004) suggests that albeit a pronoun may refer to a prominent,
discourse-old entity, 1t does not exclude it from being new information
and the focus of a sentence. In (3), the imformative component 1s the
direct object. In the discourse, 1t 1s active enough to warrant being
expressed by the pronoun Aer. Rochemont’s preliminary definition of
Focus (new information) 1s based on the i1dea of c-construability. A c-
construable element has a semantic antecedent 1n the discourse o. It 1s to
be mentioned here that focus elements are not c-construable. There 1s a

difficulty lies 1n thus analysis regarding the focused pronoun, as in (4).

(4)  Shumon helped Maya, then SHE helped HIM.

As (4) recommends that a discourse element be both focused and c-
construable, Rochemont suggests discarding a definition of focus based
on new information, and instead recommends two types of focus:
Presentational focus and Contrastive focus. Presentational focus 1s
illustrated as non-rightmost, non-contrastive stress, and 1s used with
verbs like appear, which 1n the unmarked variety, have an accented
subject (5a).
(5) a. The case was judged. Then a LAWYER appeared.
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b. The case was judged. Then a lawyer APPEALED.

By his analysis, verbs like appear differ from others like appeal 1n that
they seem to shift their status as the focus of new information to their
subject. However, Casielles (2004) points that verbs like appear
coincide with the set of unaccusative verbs, which need not necessarily
influence focus projection. Chomsky (1971) advised that focus may
project 1n sentences like 6(a) in which any bracketed elements may be
part of the focus 1n English.

6 (a) He was (warned (to look out for (an ex-convict (with (a red

SHIRT))))).

However, Casielles studies that this 1s only possible with rightmost
focus in English. Focus that does not appear 1n a rightmost position 1n a
sentence 6 (b) cannot project, and must remain narrow.

6 (b) Sumon followed Shobuj 1nto the bedroom.

For Rochemont, non-rightmost accented elements are not contrastive
focus elements. The notions of marked and unmarked accent are crucial
for focus projection (see e.g. Cinque (1990 ), Remhart (1995), Nash
(1995), Zubizarreta ( 1998)). Unmarked accent 1s generated by the
grammar, falls on the rightmost constituent, and i1dentifies the unmarked
focus of the sentence. Only this type of focus may project. For

Rochemont, Contrastive focus 1s defined by a rather complex calculus

(7).
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(7) An expression P 1s a Contrastive Focus 1n a discourse o, 0 =
@y, ... oy}, 1f, and only 1f,

(1) P 1s an expression 1n ¢,

and

(11) 1f P/q@; 1s the result of extracting P from ¢;, then P/o; 1s c-
construable, and ¢; 18

not ¢-construable.

Casielles takes 1ssue with Rochemont’s definition of c-construability
because 1t would treat certain reflexive pronouns as contrastive (8).
(8) Who did Sumon hit?
He hit HIMSELF.

While (8) does not show to be contrastive — at least requireing further
information on the discourse perspective — the fact that Aimself has a
semantic antecedent would make 1t c-construable, and therefore
contrastive. For Casielles, an added difficulty to this investigation 1s that
certain expressions may be both presentational and contrastive focus.
Following the definition 1n (8), both (9) and (10) should be contrastive
since, 1n Casielles’s view, the non-focused part 1s c-construable in both
examples.
(9) A: Sumon’s physical condition 1s a source of constant concern
to Shobuy.
B: Sumon’s physical condition 1s a source of constant concern

to SHOBUJ.
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(10) Shajb scolded Shobuj, and then he SMACKED him.

Nevertheless, the only center of attention that 1s c-construable by
Rochemont’s study 1s the one 1n (10) because 1t has an antecedent. The
verb SMACKED 1n (10), however, qualifies as Contrastive Focus 1n that
the non-focused segment of the expression 1s c-construable and the
entire sentence 1n (10) 1s not. It becomes licensed as presentational focus
in that the focus 1s not c-construable. While Rochemont locates this
overlap 1n focus types a enviable result of his calculus, Casielles
discovers this challenging, not only because only-contrastive, only-
presentational, and contrastive and presentational are not undoubtedly
defined, but also because the supplementary 1dea of direct and indirect
c-construability are introduced as significant, but only for non-focused
components (Rochemont (1986, p. 103). Finally, Casielles eliminates
the concept of a recommended division of focus which allows for most

presentational foci to be contrastive foci at the same time.

Gundel (1988 [1974]) talks about three means of focus by describing
their types: psychological, semantic, and contrastive {focus.
Psychological tocus refers to the center or focus of attention (Al focus
in HajiCova (1987)), which would be topical by many of the analyses of
topic. Casielles (2004) refers to psychological focus as the current center
of attention 1n a discourse, which 1s more akin to topical elements.

Semantic focus refers to new information being stated, or “the part of

49


Anis
Typewritten text
Dhaka University Institutional Repository


Dhaka University Institutional Repository

the sentence that answers the relevant wh- question (implicit or explicit)
in the particular context in which the sentence 1s used” (Gundel (1994,
p. 461). This semantic focus can be marked by pitch accent, word order
(including special focus positions), focus-marking particles, or any
combination of these. Semantic focus includes context-active, discourse-

old elements such as the pronoun SHE 1n (11).

(11) Sumona said 1t was SHE (=Sumona) who called.

By this study then, semantic focus may fall on a formerly mentioned
component without changing its rank as focus. Therefore, as said by this
explanation, not all semantically focused material need be entirely new
to a discourse. This 1s the 1dea of focus that Casielles (2004) approves.
Gundel’s contrastive focus (CF) differs from that of Rochemont in that
her CF refers to a strategy (phonological or syntactic) for making an
element prominent 1n order to focus an interlocutor’s attention on said
clement. Due to the fact that Gundel’s CF falls primarily on topics, and
due to the potential confusion that can result from such a definition,

Casielles prefers to call Gundel’s CF “emphatic stress™.

As argued earlier, Vallduvi (1990) splits the sentence into Focus and
Ground. Ground stands for the unfocused segment of the sentence, and
1s further segregated into link and tail. For him, focus 1s the informative
part of the sentence, and 1s the only part of the sentence that may not be
elided. I will not go mto the particulars of Vallduvi’s information

packaging calculus, but 1 his system, Focus comes 1n two varieties:

50


Anis
Typewritten text
Dhaka University Institutional Repository


Dhaka University Institutional Repository

Retrieve-add focus and Retrieve-substitute focus. When a sentence lacks
a tail 1n 1ts information structure, the relevant information 1s retrieved by
adding focus (thus retrieve-add), and when 1t has a tail, information 1s
retrieved by substituting focus 1n the relevant position within the
structure. Structures with tails (retrieve-substitute) correspond with
narrow focus, and structures lacking them (retrieve-add) correspond to
wide focus. Casielles (2004) has a problem with Vallduvi’s treatment of
structures with tails, particularly when focus 1s either retrieve-substitute
focus, or narrow focus. She claims all are Focus-Background structures
(in her terms), or Focus-Ground, viewing the distinction between link
and tail as wrrelevant 1n these cases. She argues that when one has an
instance of narrow focus, Vallduvi’s distinction does not take into
account that the rest of a sentence 1s necessarily part of the background

(Vallduvi’s ground).

Kiss (1998) bases her analysis on Hungarian, suggesting two types of
focus: 1dentificational focus and information focus. According to her
analysis, i1dentificational focus bears syntactic and semantic properties
lacking 1in information focus sentence. The following are the basics of
her proposal, as listed 1n Casielles (2004).

(12) Information Focus

a. merely marks the non-presupposed nature of the

information
b. allows for any type of phrase

C. does not take any scope
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d. does not involve any movement

C. can be either smaller or larger (1.e. 1t can project)

(13) Identificational Focus

a. expresses exhaustive information

b. does not allow for all kinds of phrases (excluding universal
quantifiers, also-phrases, and even-phrases)

c. takes scope

d. moves to the specitier of a functional projection

e. 1s always coextensive with an XP available for operator

movement (does not project), although 1t can be iterated

Casielles (2004) points a resemblance 1n this distribution with Rochemont’s
Presentational vs. Contrastive Focus, and Vallduvi’s Retrieve-add vs.
Retrieve-substitute system, both of which (1gnoring some crucial
differences) effectively draw a lme between narrow and wide focus. By
applying this in Bengali I can find that 1t allows unmiversal quantifiers (14)

and even-phrases (15) 1n 1dentificational focus contexts.

(14) SHOB KHELNA nite cheyvechilo meye-t1

All toys take.INF.3 want.PST.3 girl the
The girl wanted to take ALL THE TOYNS.

(15) AEMONKI AEKTA KHELNA-O she nite cheyechilo
Even a toy -too she take. INF.3 want.PST.3
She wanted EVEN A TOY.
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Kiss’s categornizations of focus are based on Hungarian, which bears
significant distinctions from other languages. Even though (14) and (15)
bear similarities to 1dentificational focus in Bengali, they do not express
the same propositions: for example, aemonki aekta khelnao 1 (15) 1s

hardly exhaustive.

For Lambrecht (1994), topic and focus do not form a dichotomy; rather,
they are separate in relations. For Lambrecht, topic has to do with the
aboutness of a proposition, while focus has to do with the conveying of
new mmformation (his pragmatic assertion). All declarative sentences
transmit information: therefore, all declaratives have a focus, but not all
have topics. Focus 1s information that 1s added to, not superimposed
upon, a pragmatic presupposition. “The focus 1s, therefore, the element
of information whereby the presupposition and the assertion differ from

cach other... It 1s the unpredictable element in the utterance” (op.

cit.:158-159).

The types of focus functions 1 his analysis are Predicate-Focus (16),
Argument- Focus (17), and Sentence-Focus (18). These focus types
correspond to the sentence types Topic-comment, Identificational, and
Event-reporting, respectively.

(16) (What did the children do next?) Predicate-tocus/Topic-comment

The children went to SCHOOL.
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(17) (Who went to school?) Argument-focus/Identificational

The CHILDREN went to school.

(18) (What happened?) Sentence focus/Event-reporting
My CAR broke down.

In predicate-focus sentences, the predicate forms the focus. In
Argument-focus sentences, the focus 1s the missing argument. In
Sentence-focus sentences, the focus includes the subject and the
predicate. Casielles (2004) differs with Lambrecht’s depiction of
Sentence-focus, preferring to integrate this sentence type with his
Predicate-focus type, as they are both wide-focus 1n nature. She further
opposes Lambrecht’s proposal by saying that Sentence-Focus lacks a
topic, i line with Erteschik-Shir’s (1997) “here and now™ stage-topic

(discussed further below).

Reimhart (2006) recommends that focus 1s coded in the phonological
form (PF) of a sentence. She puts forward that the identification of a
focus unit may be resolved for each derivation via a set of possible
pragmatic assertions (PPA). In the case of foci, at the pomnt where
syntax and stress are visible, at the interface between syntax and
pragmatics a reference set of possible foci are generated. The discourse
then selects the member appropriate to the given context. Reinhart
formalizes this proposal (19) for a stressed object in English (bold face

indicates a stressed constituent).
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(19) Focus Set
The focus set of a derivation D includes all and only the

constituents that contain the main stress of D.

(20) a.[IP Subject [VP V Object]]
b. [IP Subject [ VP Object V]|
c. Focus set: {IP, VP, Object}

While 1n theory any of the members of the set in (20¢) may be chosen as
the focus of the utterance, at the interface only one may be chosen. At
that poimnt, the discourse conditions will choose which set(s) are

appropriate.

Given the difficulties 1n arriving at a consensus on the meaning of focus,
I follow Lopez (2009) 1n defining regular focus as 1n Jackendoff (1972):
focus determines a varniable left open 1n the previous discourse. LoOpez

provides the following example (p. 28, ex. 31).
(21) - What did John bring? [x | John brought x]

- John brought the wine. [x=the wine, ‘the wine’ 1s focus]

The preliminary discourse 1n (21) leaves open the variable x. As a result,
the part of the question that resolves this variable (=the wine) 1s the
focus/rheme of the sentence reply. In the following chapters, I
frequently make use of the term narrow focus, which I use when either

the subject or object 1s the unresolved vanable.
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In many Romance languages a focused element can be moved to the
front of a clause or sentence, as 1n the Catalan example ((24), Lopez’s

example (31)).

(22) |Context: You gave him the spoons. |
- ELS GANIVETS 11 vaig donar.
the knives CL.Dat.3 PST.1 give
THE KNIVES T gave him.

In (22), the context does not leave a variable open to be resolved. Focus
fronting (FF) then creates this variable (Ax you gave him/her x), which
in turn opens up the set {x | x=things I may give him/her}. At the same
time, FF provides this value for x (=the knives), thus creating a contrast
with the preceding context. The interpretive import of focus fronting
(FI) then 1s contrastive, and may not answer a wh- question, explicit or
implicit. Crucially, this defimition of contrast departs from other

definitions of contrast discussed earlier on this chapter.

In this section, I have provided some examples of the various notions of
focus that have been presented in the literature. Although this review
has been far from exhaustive, I have discussed some of the important
1ssues that must be taken mto consideration. The notion of focus that I
adopt 1n this dissertation follows the very basic notion assumed by
Lopez: regular focus provides resolution of a vanable left open in the
preceding discourse. The constituent providing such resolution 1s also

referred to as the rheme (especially in Lopez (2009)). When I use the
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terms subject narrow-focus or object narrow- focus, I am referring to a
particular variable that 1s resolved 1 the discourse. Focus fronting
should be distinguished from regular focus 1n that 1t simultaneously

opens a variable and closes it.

2.4 Syntactic accounts of the syntax-information structure interface

A number of researchers have described the syntax-information
structure relation 1n purely syntactic terms. Rizzi (1997) proposed the
expanded CP field as an interface layer between the propositional
content (IP/TP) and the superordinate structure. For embedded clauses,
the superordinate structure 1s the higher clause; for matrix (root) clauses,
this 1s the discourse. This proposal incorporates Topic and Focus both as
features and as labels of heads and projections in the narrow syntax.
Note that in Rizza (2004), focus and topic are referred to as criterial
features. For Rizzi, the left-periphery has the tollowing structure (23):
(23) FceP
TopP*
FocP

By this analysis, TopP 1s a recursive element which may appear prior to
or tollowing a focused element. As many languages only allow for one
focus element per sentence (Hungarian 1S a notable exception in this

respect), FocP 1s not afforded an asterisk for recursivity. Topic and
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Focus projections are only activated when their corresponding features
are present 1n a given numeration as a phonologically null lexical item.
When this happens, the feature occupies the head of the projection, and
the topicalized or focused element occupies the specifier, as 1in (24b).
(24) a. The book I gave to John
b. TopP

N

DP Top”

VANRVAN

The book [+Top| Top [+Top]

By this analysis then, the phonologically null Topic feature 1s posited to
be part of the lexicon, and 1s mnternally merged in the head of Topic
projection that receirves the label of the functional feature. The lexical
item book, which 1s marked with a [+Top] feature 1s attracted to Spec,
TopP by the corresponding [+Top] feature on the Top head, and thus
checks this feature. Therefore, for any left-peripheral Topic or Focus
element, two crucial assumptions must be made: 1) that the features

+Top] and [+Foc] must exist 1n the lexicon as phonologically null

lexical items, and 2) that some subset of phonologically realized lexical
items may be [+Top]- or [+Foc]-marked in the Numeration prior to
entering the syntactic denivation. An alternative to option 2 1s that some
number of phonologically realized lexical i1tems also have a
corresponding [+Top]- or [+Foc]|- marked entry within the lexicon. This
1S an extremely implausible scenario since 1t would triple the lexical

learning burden on the part of a child acquiring the language.
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In the earliest generative analyses, F-marking was proposed by
Jackendoff (1972) as an “artificial construct™ to account for focused
elements. Pollock (1989) proposed the functional projection FocP and a
corresponding [+F] feature. However, the existence of this syntactic
feature [+F] (Focus) has been challenged in the literature. Despite
making use of a [+Focus]| feature in her analysis, Zubizarreta ( 1998)
observes that [£F] as a lexical feature 1s conceptually problematic since
it would wviolate the Inclusiveness Condition (see also Szendrd1 (2001)
(2004)). Inclusiveness involves the manners by which a node may
acquire a feature — 1n this case, the discourse feature Focus. Following
Chomsky (1995, p. 228), a non-terminal node imherits features from 1ts
daughter; while a terminal node may be assigned a feature from the
lexicon. Therefore, the assignment of [+I] features to a constituent
would have to happen 1n the lexicon. However, Zubizarreta proposes [F]
not as a lexical feature, but as a derived phrase marker, which remains

undefined until after 2-structure.

(25) '
(sets of phrase markers, feature checking)

2-structure ¢ (unique phrase marker)

(F-marking, NSR, FPR, p-movement)

LF
PF Assertion structure

In this model, phrase features remain essentially inert at the stage in
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which features are checked. It 1s after X-structure (and prior to LF and
PF) that F-marking, the NSR, the FPR, and p-movement take place 1n

her analysis.

Despite the debate surrounding topic and focus features, numerous
analyses have made use of them for lack of a more attractive alterative.
Casielles (2004), which I discuss 1n the next section, 1s one such

analysis.

2.4.1 Information Structure Dichotomies

Casielles (2004) examines the mformation structure dichotomies (e.g.
New—OIld mformation, Topic—Focus, Topic—Comment, Theme—Rheme,
ctc.) discussed above, and after thorough analysis, she arrives at two
basic dichotomies which become the backbone of her proposal:
Sentence Topic (STopic)-Focus and Focus—Background. Casielles
draws a division between topic and background based on the following
phonological, syntactic, and discourse features.

(26) Sentence Topic (STopic) Background

+ single + single

+ sentence-1nitial + sentence-initial
+ referential + referential

+ discourse-old + discourse-old
+ unaccented + unaccented

Both STopics and Background elements are topical in her analysis.
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Casielles suggests, however, that STopics could (and perhaps should) be
referred to as preverbal subject topic, and Background as wide topic (p.
99, tn. 41). Unlike Background, STopics may be [- discourse-old],
suggesting that STopics are present in thetic, “out of the blue”
sentences, which bears similanty to Cardinaletti’s (2004) subject of
predication. Casielles admits trouble classitying thetic sentences (Sasse
(1987)) by the two dichotomies she proposes. She notes that Lambrecht
(1994) has a third sentence type for thetic sentences called Event-
reporting, by which the whole sentence 1s focused when answering the
question “What happened?”. Another possibility that Casielles considers
1s that they are STopic- Focus sentences with a null STopic, but she
notes that Erteschik-Shir (2007) disagrees with such a notion, and
instead posits a “here and now™ stage-topic to describe such sentences
(which 1s supposed to correspond with Kratzer’s (1989) spatio-temporal
argument). The limit to this possibility, however, 1s that only stage-level
predicates can be stage-topics in such a system (and would thus exclude
individual-level predicates — perhaps not a problem since they are not
eventive). Casielles also hypothesizes that thetic sentences may be
instances of STopic-Comment structures, a structure that does not

appear within her classification of sentence types.

2.4.2 The Interface and Phases
Parafita Couto (2005) examines the interface of information structure
and syntax as 1t pertains to focus. Due to the existence of sentences such

as (27a, ct. 27b), she, too, suggests that the [+Focus]| feature must exist
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in the grammar.
(27) a. tumi ashbe bole ami ghor shajiechi

yvou come.FUT.2 sincel room (the) decorate. PERF.1

b. ashbe bole  tumiami ghor shajiechi
come.FUT.2 since vyou I room (the) decorate. PRF.1

Since YOU will come, [ have decorated the room.

For Parafita Couto, movement of the type m (27b) 1s rightward
p(rosodic)-movement to a phase edge. In this proposal, each phase edge
1s the locus for focus encoding. PI' and semantics have access to the
syntactic module at these phase-edges. Such access 1s necessary to
ensure that the emerging structure meets the demands of the unfolding
discourse. By her analysis then, phase edges are landing sites for p-
moved XPs. This proposal 1s attractive in that 1t obeys Chomsky’s
(2005) notion of phases, which allows for multiple Spell-out over the
course of a given denivation, thus granting PF cyclic access to non-
phase-edge material at the end of each syntactic phase. Note that similar,
but unrelated proposals possess interesting similarities 1n this respect. In
Steedman’s (2000) Combinatory Categorial Grammar (CCG) approach
to the interface, for example, intonational boundaries coincide with
major syntactic boundaries (see also Selkirk (1996) for a similar
approach). Within this particular framework, surface structure,
information structure, and intonation coincide within a given clause.

However, just because focused elements may be moved by what appears
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to be phase-related p-movement phenomena does not justify the

existence of a [+focus] feature 1n the lexicon.

Szendrol ((2001) (2004)) argues that the inclusion of such pragmatic
features 1n the lexicon violates the Inclusiveness Condition in Chomsky
(1995) since, for a [+Focus] feature to be assigned to a constituent 1in a
grven Numeration, 1t would have to be a feature on that lexical 1tem. She
notes that there 1s no way 1in which this could be so, thus suggesting that
[+F] 1s no more than a diacritic inserted to account for characteristics
unrelated to a lexical property of a lexical item(see also Brunetti ( 2004),
Emonds (2004) and Reinhart (20006) for critiques along similar lines). She
proposes that Focus denotes and encodes an information status relation of
constituents relative to the rest of an utterance. The same holds for Topic.
However, the encoding of this relation via diacritics or features may not

occur 1n the syntactic computation without violating inclusiveness.

Spyropoulos & Revithiadou (2007) focuses on reconciling phase theory
and Multiple Spell-Out (Unagereka (1999); see also Kratzer & Selkirk
(2007) for a stmilar prosody-syntax interface treatment). They examine
left-peripheral clitic-doubled objects and preverbal subjects in Greek.
They show that prosodic 1slands match syntactic 1slands 1 the case of
clitic-doubled objects, thus suggesting a syntax-prosody interface point.
Crucially, however, this 1sland correspondence does not hold for
subjects. Therefore, they propose that clitic-doubled objects are (in

Unagereka’s terminology) separate derivational cascades, assembled
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and spelled-out before they reach the main denvational cascade.
Preverbal subjects in Greek, however, may be extracted from and are
susceptible to prosodic restructuring. Based on such evidence, they
propose that preverbal subjects in Greek form part of the main syntactic

and prosodic derivation.

The preceding interface analyses agree in proposing that some sort of
syntactic interface coincides with phase edges. This concept 1s central to
Lopez’s (2009) analysis of the syntax-pragmatics interface i Spanish
and Catalan. A crucial difference to his proposal lies in the model of the
grammar that he proposes, which makes more concrete predictions

regarding grammaticality and acceptability.

2.5 Syntax-Information structure Interface model

Lopez’s (2009) argues that discourse relations are settled by their
syntactic configuration. According to the following schema (28),
pragmatics module assign information structure functions and 1t looks

over the structure of the relevant syntactic domain.

(28) LLEXICON
Cpr l
D <——= PRAGMATICS
[
Z[p] ﬂ
DISCOURSE

According to this proposal, pragmatic values may only be changed
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within the frameworks of the syntactic phase. It 1s worth to mention here
that a phase 1s a syntactic domain. In general, a simple sentence 1s
decomposed 1mnto two phases: CP and vP. Therefore, pragmatic values
can correlate with these phases. If 1t 1s not the case, they are unaltered
by further syntactic movement — the pragmatic value perseveres with a
constituent assigned a value as 1t continues to move within the
computational system. In Lopez’s analysis, the pragmatics module
allocates interpretive values related to discourse anaphoricity and
contrastiveness. These pragmatic features [+a] (anaphoric) and [4cC]
(contrastive) are not assigned to lexical elements in the numeration as
they enter the derivation; rather, they are assigned derivationally as the
pragmatics module “reads” the output from the syntactic module.
Therefore, constituents appearing 1n certain structural positions at phase
end get assigned interpretive pragmatic features [£pf]. The potential
permutations of these (quasi) post-syntactic pragmatic features explain
the discourse function of a constituent. For Lopez, the term rheme reters
to regular focus, a term that covers narrow-focus. It 1s mentionable that
regular focus differs from contrastive focus mainly 1n syntactic terms.
Contrastive focus 1s fronted, while regular focus occurs in situ.
Assignment of the [+a] feature 1s assigned to a clitic X, which Lopez
assumes to already be 1n a feature dependency Agree relation with the
verb prior to phase end. The following feature matrix describes the

Agree relations at play prior to assignment of pragmatic features (29).
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(29) vP
/\ :,
XP \Y
A /\
Subj v’

v

VP
}(/\7 /\
[uf] flug) PV

Agree ‘

Agree

The feature [f] on v 1s recommended to be analogous to Case, and 1s
valued by the clitic X. The object XP then does not have 1ts [uf] satisfied
yvet. Following merge of the external argument, the remaining unvalued
feature on the object XP triggers movement of the object XP to the outer
Spec of vP, which allows 1t to have its features checked and valued. In
this proposal the feature checking i1s treated as a very local process that
may only occur within the c-command domain of the probe (1.e. the

feature that requires checking). This assumption 1s crucial in motivating

the movement (by Attract) of the doubled XP to Spec, vP. Such an
argument creates a local dependency between the clitic and verbal
argument (object). This dependency relation 1s crucial with respect to

the assignment of [+a] features. When [+a] features are assigned to the

(anaphoric) clitic X by the pragmatic module at the end of the vP phase,

Spec, VP also becomes [+a], as 1n (30). The schema 1s stated bellow:
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(30) VP
/\ :,
}{P [+a] V
! /\
Suby v’
V+|X[+a] VP
agree

The VP complement of X 1s then assigned [-a], which matches with
information focus elements being non-anaphoric. Note that the Agree
relationship between the clitic X and the clitic double 1s crucial for
Lopez’s proposal, as elements that do not enter into such a relationship
with the clitic X (e.g. fronted focus, which does not have a clitic double)
cannot be marked [+a] by the pragmatics module. While on the one
hand this prevents the external argument, elements that will be focus
fronted, and non-D-linked phrases, which also stop 1n Spec, vP on their
way to higher positions, from being marked with the [+a] feature, on the
other hand 1t does not prevent the complement of Spec, vP from being
marked [-a]. [+a]-marked elements then are peripheral elements which
cither remain 1n Spec, VP for clitic elements that later move higher 1n the
structure for another interpretation. Since only constituents that move to
Spec, FinP are assigned [+c] by the pragmatics module, let’s examine
how [#a]-assignment would work with contexts that would not involve
structures 1n the higher, left-peripheral realm, and the sort of pragmatic
predictions that 1t would make. Consider SVO (31a), VSO (31b) and
VOS (31c¢) word orders.
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(31) [Context: What did Sumon eat?]
a. [tp (Sumon) [pkhelo [vp [ [vp ackta aamy,;...]1]]1]
Sumon cat. PST.3 a  mango
‘Sumon ate a mango’
b. [pkhelo [yp (Sumon) [ [vp ackta aamp,;...]]]]]

c. #[pkhelo [yp ackta aam [,» Sumon ., [vp...]1]111]

For the context provided in (31), both (31a) and (31b) are felicitous
replies (with or without the subject Sumon) since i both of these aekta
aam 1s marked [-a] for regular focus/rheme. In (31a) the external
argument 1s not 1 an Agree relation with a clitic prior to moving on to
Spec, TP, and therefore 1s unaftected by [+a]-marking at the end of the
vP phase. The same applies 1n (31b), but John does not continue to
move higher. In (31c¢), Sumon 1s marked [-a] thus correctly predicting its
infelicitousness for this context. If I alter the question context to Who
ate a mango?, however, then only (31¢) 1s appropriate since 1t 1s the

only configuration in which Sumon 1s marked [-a].

LoOpez’s analysis runs mto a bit of a problem for all-focus, or thetic
sentences since 1n this sort of context, the whole sentence should be
marked [-a]. To deal with this, he suggests that subjects can also bear an
additional feature which he calls [#d]. The interpretable counterpart of
this 1s [d], which appears on Fin. Unvalued ¢-features on Fin allow 1t to
probe and trigger movement of the subject DP to Spec, TP. This portion

of the proposal 1s problematic, namely due to the [d] feature that he
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proposes to mitiate a new discourse. If [d] 1s a discourse feature like
[+a] and [+c], 1t 1s unclear why this particular feature would be purely

syntactic and not be involved with the pragmatic module.

Prior to continuing with an example of [+c]-assignment, let’s examine
the structure that Lopez proposes for the left periphery. Since he does

not assume topic and focus features, his left periphery consists of only
ForceP and FinP (32).
(32) ForceP

N

Force FinP

N

CL/FF/wh-  Fin’
RN
Fin TP

LoOpez believes that wh-phrases, focus phrases and clitic phrases take up
specifier positions of FinP. When more than one of these 1s available,
they come out as stacked specitiers of FinP. Notably, preverbal subjects
do not appear here. Now that I am familiar with Lopez’s left peripheral
structure, let’s take a look at how [+c] assignment 1s supposed to work 1f
I change our context from (31).
(33) [Context: What did else Sumon eat?]

a.aam -0 Kkhelo Sumon

mango also eat.PST.3 Sumon

‘The mango also, Sumon ate’
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b. [Finp AAM-0[14 +¢] [Fin’[ T[> Khelo [ <<'f1t‘51111-’[i[+a]> | Sumon [-a] lve--- 11111
A I

Following Lopez, in a Clitic reply (33a) to the context in (33), aam-o
first moves to Spec, vP, after which pragmatics marks 1t [+a] due to 1its
agree relation with the clitic o, also marked [+a], while still in v. The
direct object aam-o then later moves to Spec, FinP (43b). At the end of
the phase, pragmatics [£c|-marks the element appearing i Spec, FinP,
and the complement of FinP (1.e. the remaining structure) gets marked
[-c]. Fronted focus elements are proposed to make the same movement
steps as Clitics save for [+a] marking in Spec, vP, which does not apply

due to the lack of a clitic-double dependency.

A particularly attractive aspect of this proposal 1s that it examines 1n
detaill how to determine the appropriateness of Clitic elements. Lopez
proposes that Clitic requires a particular type of discourse relation 1n
order to be felicitous and appropriate. Analyses of discourse generally
assume a hierarchical structure for discourse (see e.g. Hobbs (1985),
Polany1 (1988), Grosz & Sidner (1986), Asher (1993) van Kuppevelt
(1995) Asher & Vieu (2005)), working 1n the Segmented Discourse
Representation Theory framework, distinguish between two particular
types of discourse structure relations: coordination and subordination.
The two are summarized as 1n (34).

(34) Coordination: narration, background, result, continuation,

parallel, contrast, question-coordination, correction
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Subordination:  elaboration, 1nstance, topic, explanation,

precondition, commentary, question-answer pairs

According to these relations, both narrow- and wide-tocus (LOpez’s
regular focus or rheme) question-answer pairs would quality as
subordination contexts. Foci expressing contrast, however, would
quality as coordinating. This division matches Lopez’s proposed
division between regular and contrastive focus. While thetic, “out of the
blue” contexts can answer the question “What happened?”, they may
also 1mitiate a discourse without such a question. Asher & Vieu provide
only one example with such a question, and 1n that example, they define
discourse relations as related to the first sentence of the reply. I therefore
assume that thetic contexts are coordinating. L.opez proposes that clitics
requires discourse subordination as well as a discourse antecedent 1n the
superordinate sentence i order to be felicitous and appropriate. The
antecedent for clitics need not be immediately adjacent, but must be found

within the preceding discourse in the appropriate subordinating relation.

Lopez’s proposal then provides not only a mechanism by which the
pragmatic module interfaces with the syntax in order to assign discourse
features to a variety of sentence elements, but also provides metrics for

creating discourse appropriate clitic positions.

2.6 Implications: Discourse factors in the collection of speaker judgments
In order to determine focus-information structure interface, one must
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generate discourse contexts and test them with native speakers of the
target language. However, there are certain challenges present in
creating discourse contexts and potential replies. In particular, subjects
can be problematic in languages like Bengal1 1n part because 1t 1s a null-
subject language. The Bengal1 question-answer pair 1n (35) typifies the
phenomenon I am referring to.
(35) a. Sumon ki randh-10?

Sumon what cook.PST.3

‘What did Sumon cook?’

b. (Sumon) bhat (randh-10)
Sumon rice cook.PST.3

‘Sumon cooked rice’

In (35b), the subject or the subject and verb may be lacking in a reply to
the object- narrow-focus question 1n (35a). In fact, the two-word reply
would likely be the most common reply to this question. However, in
order to effectively establish word order preferences for the subject,
verb, and object, all of these constituents must be present. Therefore, for
all of the discourse contexts I examine, all of the possible replies are full

sentences including a DP subject, verb and DP object.

As previously discussed, since there are many more possible word
orders in a language like Bengali (as compared to a language like
English or French), additional care must be taken since word orders like

SOV, OSV and OVS are never ungrammatical, but may be dispreferred.
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Theretore, the goal of eliciting judgments will be establishing word
order preferences according to mnformation structure context. The result
may be that not all well-constructed syntactic structures are acceptable
at the level of discourse structure. Determining these preferences then
will assist in describing the syntax- information structure interface for

Bengali.

2.7 Conclusion

In this chapter, I have reviewed many of the definitions of fopic and
focus 1 the literature. I have also discussed some analyses for the
syntax-information structure interface in the literature. I follow many of
Lopez’s (2009) assumptions 1n creating appropriate discourse contexts
in my methodology 1in order to determine which word orders are most
appropriate for a variety of discourse contexts i Bengali. Before
proceeding with a description of the methodology that I employ, I
briefly summarnze the information structure assumptions that inform the

following chapter.

The definition of thetic contexts that I assume 1n this dissertation follows
Zubizarreta’s ([ 1998) characterization of these contexts as “out of the
blue”, or what many others have called “all focus™. Such sentences may
cither mitiate a discourse or provide replies to questions like “What
happened?”. As previously discussed, the basic definition of fopic that 1
assume 1s based on the notions of “aboutness™ or “discourse old™ 1n the

literature. However, since I examine cliticized topics in particular, I
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assume Lopez’s (2009) analysis for clitics, as discussed 1n section 2.5.
According to Lopez’s proposal, clitic placement requires discourse
subordination, which consists of a discourse antecedent and a
subordinating discourse context as defined by Asher & Vieu (2005). In
the methodology described 1n Chapter 3, I design task conditions to test
the validity of this proposal for Bengali. When I refer to topics 1n
Chapters 3 and 4, I occasionally make use of the terms subject old and
object old. In most cases, this 1s due to space constraints in tables. These
terms refer to topical, discourse-old subject DPs and discourse-old

object DPs, respectively.

The definition of focus that I assume follows Lopez (2009). Recall that
for him, the difference between regular focus (rheme) and contrastive
focus depends on how the focus integrates into the existing discourse.
While regular focus resolves an open variable 1 the discourse,
contrastive focus simultancously opens and resolves a variable. Regular
focus provides an answer to an explicit or implicit wh-question, while
contrastive focus cannot answer a wh-question. The regular focus
contexts I will employ are what I refer to as narrow focus, whereby a
wh- question elicits either the subject or object. I do not employ any
contrastive focus or focus fronting contexts in the quantitative data that I

gather.

In the following chapter, I detall more precisely how the above

information structure assumptions are tested for in the quantitative and
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qualitative tasks and conditions that I employ 1n my mvestigation of

focus constructions i Bengali. The following questions will guide my

investigation to get the answer of the main query of this research:

1. What 1s the preferred structure in Bengali for out-of-the-blue as well
as thetic, sentences?

2. What 1s the preferred structure in Bengali for sentences in which the
orammatical subject represents discourse-old information?

3. What 1s the preferred structure 1in Bengali1 for sentences in which the
grammatical object represents discourse-old mformation?

4. What 1s the preferred structure in Bengali for sentences in which the
orammatical subject 1s narrow-focused?

5. What 1s the preferred structure in Bengali for sentences in which the
grammatical object 1s narrow-focused?

6. How does the data collected contribute to the overall analysis of

information structure in Bengali?
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By now, 1t has been studied that there are intricacies entailed 1n settling
on the exact status of Bengali focus constructions and their relevant
information structure. I presume that the syntax—intormation structure
interface 1s a vital step 1 the constructing of an acceptable focus
structure. Precisely explaining this interface necessitates organized and
empirical data on what kinds of sentence structures are suitable 1n what
types of discourse contexts to serve as a guide. Therefore, 1 have
designed quantitative and qualitative tasks to collect such data for
Bengali, which will then supply the part of the empirical base for my

analysis of Bengali focus constructions.

3.1 Mixed Method: An Overview

Nowadays, mixed methods research has drawn particular attention in
empirical research and a large quantity of studies have addressed
theoretical and methodological aspects of incorporating qualitative and
quantitative methods (e.g. (Caracelll, 1997); (Morgan, 2007); (Creswell
et al, 2008)). In field linguistics research, even though the nature and
prevalence of qualitative and quantitative methods have already been
explored, a tiny amount of researches have been addressed the
integration of the two methods (see (Do mmye1, 2007)). In this section, I
would like to present a number of reflections on the utilization of mixed

methods research 1n linguistics.

Mixed methods research has developed from mono-method research;

and 1ts recent history revisits the concept of ‘triangulation’. As described
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by (Bergman, 2008, p. 1), mixed methods research requres ‘the
combination of at least one qualitative and at least one quantitative
component mn a single research project or program.” Nevertheless, it
would be simplistic to presuppose that the use of the two components 1n

a study could be judged as utilizing mixed methods research (Bryman,

2008). High-quality mixed research needs high levels of integration at
different phases of the study; that 1s, while forming research questions,
during sampling, data collection and analysis, while making

interpretations, and drawing conclusions (for more, see (Yin, 2006)).

In social and behavioral research, theoretical and methodological
aspects of mixing methods have been explored. Theoretically, a number
of studies have explored and re-examined epistemological and
ontological 1ssues of combining qualitative and quantitative methods
(see e.g. (Morgan, 2007)). Methodologically, a number of studies have
investigated questions related to mixed research designs (Creswell et al,
2008), mixed sampling designs (Collins et al, 2007), the nature of data
collection and analysis, and the ‘quality of inferences’ 1n mixed methods

research.

Several studies have dealt with mixed research designs ( (Nastasi, B.K.
et al, 2007); (Creswell et al, 2008)). Based on wide-ranging literature
reviews and scrupulous content analysis, Creswell et al. (2008: 67—-68)
categorize the designs as either ‘concurrent’ (designs that draw on quali-

tative and quantitative research concurrently) or ‘sequential” (designs
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that are carried outed sequentially). According to Creswell et al. (2008:

67-70), these major designs can be additionally classified into:

(1) ‘concurrent trniangulation design’ (QUAN and QUAL data are

collected and analyzed 1n parallel and interpretations are drawn based on

QUAN QUAL results); (1) ‘concurrent embedded design’ (QUAL data

are collected within the QUAN design, between pretests and posttests,
and interpretations are based on QUAN QUAL data); (111) ‘sequential
explanatory design’ (first QUAN data are collected and analyzed; then,
to further explain the results QUAL data are collected and analyzed;
finally, interpretations are based on QUAN QUAL data), (v)
‘sequential exploratory design® (first QUAL data are collected and
analyzed; then, to further explore the problem QUAN data are collected
and analyzed; finally, mterpretations are based on QUAL QUAN data);
and (v) ‘sequential embedded design’ (this ‘typically involves collecting
qualitative data before an intervention begins or after 1t 1s complete” (p.

69), interpretations are then made based on data integration).

Performing resecarch in linguistics, as Larsen-Freeman and Cameron
(2008, p. 251) verity, engages investigating the changes in intricate
systems with “adaptive’, ‘dynamic’, and ‘nonlinear’ procedures. In this
regard, mixed methods research 1s a helptul device for exploring
intricate systems, examining both the processes and the outcomes (see
Yin (2000)). The qualitative exploration of the processes and

quantitative measurement of the outcomes 1n a concurrent design would
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supply a more holistic depiction of the phenomenon under study. In
addition, longitudinal mmquiry of a vibrant arrangement using qualitative
methods coupled with the evaluation and measurement of the
experimental features of the system at different points in time i1n a

sequential.

As a result of the qualitative content study, there come out a array of
functions and applications for mixed method research 1n linguistics,
which replicate extensive potential. Concurrent triangulation designs,
for example, appear to be used to provide supplementary data in
multilevel discourse analysis, needs analysis, and program evaluation.
Concurrent embedded designs matenialize to be used to qualitatively
discover the processes within an experimental design. In studies where a
qualitative explanation of the findings from the quantitative phase 1s
required, sequential explanatory designs may serve as an appropriate
tool. It 1s mentionable to state that I have chosen sequential explanatory
design for this present study. Since this design would add explanatory
power to coding and rating procedures in language assessment, I have
selected 1t as the most suitable way out for my research. In contrast,
sequential exploratory designs can be utilized to expand the scope of the
qualitative phase and further explore the problem quantitatively. The
qualitative phase may also be used as a pilot study. Such designs would
be used in developing and validating measurement mstruments such as
questionnaires, tests, and rating scales (see (Onwuegbuzie et al, 2010)).

The exploratory designs could also be merely used to endow with
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quantitative support for the qualitative findings, chiefly i discourse
analysis. Like exploratory designs, sequential embedded designs could
be utilized for test validation purposes, where the researcher requires to
quantitatively looking at cross-sections of the test development and
validation process within the research program. Also, these designs may
supplement qualitative ethnographic studies for the purpose of

developing patterns and evaluating models 1n a more precise way.

It comes mmto views that linguistics has i1mmense potential for making
use of mixed methods research. I strongly feel that by developing more
carefully informed opimions about mixed methods research and by
making creative use of a range of mixed-method designs the quality of
rescarch 1n the field of field linguistics could be further improved.
Regarding the present study, my choice of mixed methods research 1s
validated by the research rationale, the research questions, the economic
and political aspects of this project, and the requirements of 1ts research
context. In this research, my qualitative data supports my quantitative
findings. Therefore, I am able to get the measuring figures of Bengali
native speakers” focus preferences and at the same time the reason behind
theirr choice 1s also revealed. Needless to say, a deeper and more
comprehensive understanding of mixing qualitative and quantitative

components at different stages ot the study would be helpful to researchers.

3.2 Research Design

The experimental measures detailed in this chapter seek to gather data
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on acceptability judgments, preferences, and uses of a variety of word
orders for a variety of information structure contexts. The verbs used to
clicit judgments and preferences 1n these tasks are all agentive transitive
verbs 1 order to guarantee the presence of a subject and object
argument in the clausal structure, as opposed to intransitive verbs—
either unaccusative or unergative—which have only one or the other. In
section 3.3, I describe the subjects who participated 1n this mvestigation.
In section 3.3.1, I describe the variables that I examined, and justify the
modifications that I made in these variables. In section 3.3.2. I describe
the data-gathering procedures that I used and the conditions imnvolved 1n
each task. In section 3.4, I describe Task 1 and each of the seven
conditions that I examined 1n this task. In section 3.5, I explain Task 2
and the six conditions that I examined in that task. In section 3.6, I
explain the methods I used 1n Task 3 as well as the participant groups
and the experimental procedures mvolved 1n this task. I offer concluding

remarks for this chapter 1n section 3.7.

3.3 Participants: Tasks 1 and 2

Prior to completing tasks 1 and 2, participants completed a linguistic
history questionnaire, which included a maximum of 20 questions about
age, place of birth, current place of residence, the language(s) that they
speak at home, at school, at work, with friends and colleagues, and with
family relations. The linguistic questionnaire also includes questions
about experience with Bengali-language education at the primary,

secondary and tertiary (umiversity) level. I report on their responses to
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these questions below 1n my description of the vanables I originally
planned to consider, and explain the decisions that I made to remove

variables from consideration.

3.3.1 Participant variables

For this mvestigation, I recruited 114 male and female participants
currently living 1in Dhaka district. Among the 114 who started the 1nitial
linguistic profile making task, the results from 34 of these participants
were removed from statistical consideration. 28 of these did not
complete the whole tasks and 6 belonged to an age group not under
consideration 1n this dissertation (31-49 years old). Of the 80 remaining
participants, 42 were male and 38 were female, all of whom reported
Bengali native speakers. According to 2011 figures from the Bangladesh
Bureau Statistics, the country has a population of 14,97.72.364 of which
50.06% 1s male and 49.94% female. The two age groups examined 1n
this study are ages 18-30, and older than 50. Considering groups
differing by one generation enables me to control for and to detect
potential intergenerational grammar differences, which may provide

evidence of linguistic changes 1n progress.

The next varniable 1 consider 1s primary living environment. For the
purposes of this mvestigation, I adopt the binary variable [Furban] to
describe the prnimary living environment of Bengali-speaking
participants. I define [+urban]| as speakers who primanly reside 1n

Dhaka city and 1n the peripheral locations attached to this city. I define
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[-urban| as speakers who primarily reside outside of the city area;

however all of them belong to the larger Dhaka district.

The remaining participant variable that I consider in this imnvestigation 1s
level of education. There 1s a notable difference in reported reading and
writing abilities between those with and without a minimum of secondary
education. For example, those with secondary education actually
completed their secondary education. Speakers who were classified as
having primary level studies, however, included speakers who had and
had not completed their primary studies. Lacking such specifics 1n
definitions, I define [+educated] as Bengal1 speakers who have completed
at least some level of secondary education. I attempt to include a wide
spectrum of [+educated] speakers. A summary of the participant variables
under consideration to this point, as well as their numerical representation

in the questionnaire results, appears 1n Table 1 below.

Categories Male Female

Age Number Age Number Age Number Age Number

[+urban]/[+educated] 18-30 n=29 50+ n=3 18-30n=26 50+ n=>5

[+urban]/[-educated] 18-30 50+ n=1 18-30 50+ n=2
[-urban]/[+educated] 18-30 n=9 S50+ 18-30n=4 50+ n=1
[-urban|/[-educated] 18-30 S50+ 18-30 S0+

Table 1. Summary of participant variables.

As 1t can be seen above, not all of the variables are represented 1n the
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participant population that successtully completed the whole tasks. Over
halt of the participants came from [+urban], [+educated] backgrounds
and the majority of those belong to the 18-30 year-old group. There
were very few participants from [-urban] backgrounds, yet among those,
there was no participant from [-urban], [-educated] backgrounds. As
many of the above variables were not sufficiently represented in the
results gathered, I only report on the variable age as 1t relates to

participant preferences and ratings in Chapter 3.

3.3.2 Procedures: Tasks 1 and 2

Tasks 1 and 2 were quantitative data-gathering tasks. Participation was
entirely voluntary and anonymous. Monetary compensation or otherwise
was not provided. Participants are randomly divided mnto two groups,
thus varying the order in which the quantitative linguistic tasks as well
as the 1tems within the tasks are presented 1n order to avoid a task etfect.
In the case of task 1, which includes audio files, the gender of the
interlocutors 1n the task items 1s also varied between the two groups. For
Task 1, there were seven different condition types, and three tokens for
cach condition, yielding a total of 21 tokens. There were five different
condition types i Task 2, and three tokens for each condition type,
netting a total of 15 tokens. As Task 2 was composed of five different
extended discourse contexts, participants completed almost halt of the
discourse contexts per visit in order to avoid task-type fatigue as well as
overall saturation fatigue. Context presentation order for Task 2 was

also randomized, but the question 1tems within each context were not, as
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this would have adversely affected the construction of the information

structure contexts within them:.

3.4 Task 1: Scaled Pragmatic Appropriateness Task

Task 1 1s based on the grammaticality judgment task (Bley-Vroman,
Robert & Naoko Yoshinaga et al., 1992) used mn Second Language
Acquisition research to test the acceptability of sentences 1n learner
grammars, results from which were then compared with a native speaker
results. In this task however, participants read a conversational context
and then provided an appropriateness rating for (syntactically)
grammatical sentences that wvaried 1n focus structure. For each
conversational context, a triad of possible responses with varying word
orders was provided following Kallestinova’s (2007) methodology

employed for gathering data on clausal variants 1n Russian.

Participants were instructed to listen to each possible response in the
triad and then to rate them on a scale of acceptability. As all focus word
order options were grammatical, this task scale utilized an ordinal scale
of 1 to 5, (1 meaning ‘unacceptable’, and 5 meaning ‘“preferred’),
following recommendations i Schiitze (1996) and White (2003), and
thus differed from Bley-Vroman & Yoshinaga’s (1992) original scale,
which used a five-point ordinal scale from -2 to 2. This scale

accompanied each task 1 triad for the participants’ convenience.

86


Anis
Typewritten text
Dhaka University Institutional Repository


Dhaka University Institutional Repository

1 = not acceptable (grohonjoggo noy)

2 = marginally acceptable (kichuta grohonjoggo)

3 = more or less acceptable (moter opor grohonjoggo)
4 = rather acceptable (pray grohonjoggo)

5 = totally acceptable (preterable) (shompurno grohonjoggo)

Instructional sample tokens preceded the task so that participants would
know that there may be more than one acceptable manner in which to
conclude the discourse situations in the task, (1.e. that two or more
sentences may receive the same acceptability rating). Pragmatic
conditions included thetic (out-of-the-blue) situations, subject narrow-
focus or rheme, object narrow-focus or rheme, subject arguments as old
information, and object arguments as old information. Audio clips
accompanied both the conversational context and the possible responses
in order to control for the imntonation properties of the clausal structures

presented. I discuss each condition type below.

3.4.1 Condition A

Condition A tokens sought to establish a word order preference for
thetic contexts or, as Zubizarreta ( 1998) labels them, out-of-the-blue
situations. These do not presuppose knowledge of the subject, verb, or
object, but only presuppose that something occurred (1.e. they ask the
basic question “What happened?”) These questions examine three word
orders: Subject-Object-Verb (SOV), Object-Subject-Verb (OSV), and
Object-Verb-Subject (OVS), as1n (1).
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(1) Context: Sumon and Shobuj are friends. They are talking with each
other.

Sumon— What are you doing tonight?

Shobuj— Why? What’s up?

A.  Sumon—  Sho’jib amader-ke mmontron korte chay

Sho’jib us-Acc mvite. INF do.nonkFin want.PRS

B. Sumon—  amader-ke Sho’j1ib nimontron korte chay

us-Acc  Sho’jib invite.INF do.nonkFin want.PRS

C. Sumon—  amader-ke mimontron korte chay Sho’j1b
us-Acc mvite.INF do.nonFin want. PRS Sho’j1b

Shajib wants to invite us.

3.4.2 ConditionB

Condition B items sought to determine the preferential position of the
subject when 1t 1s discourse-old information (i1.e., it has already been
introduced 1nto the common ground of the discourse), as discussed 1n
Chapter 2. To avoid a null subject as well as unnatural repetition of an
overt subject 1in these items, a switch reference or paraphrase of the
subject referent 1s used (e.g. m (2), the switch from “publisher” to

“Muktodhara™). The word orders examined 1n item B are SOV, OSV,

and OVS, as 1n example token (2).
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(2) Context: Sumon and Shobuj are friends. They are talking about a
book.
Shobuj— Who has published the book?

A. Sumon— Muktodhara boi-ti prokash koreche
Muktodhara book-the-Acc publish do.PRF

B. Sumon— boi-t1 Muktodhara prokash koreche
book-the-Acc Muktodhara publish do.PRF

C. Sumon— boi-ti prokash koreche Muktodhara
book-the-Acc publish do.PRF Muktodhara
Muktodhara has published the book.

Condition B contexts were all Question-Answer (Q-A) pairs, which are
classified as subordination contexts according to Asher & Vieu’s (2005)
analysis of discourse relations 1 the Segmented Discourse
Representation Theory (SDRT) framework (Asher, 1993). According to
Lopez (2009), discourse subordination creates a context appropriate for
focus of previously introduced referents. Since i1n this condition the
subject has already been introduced within the discourse, the preferred
word order for this condition will provide data to mnform this question.
Note, however, that n SOV word order 1t 1s mmpossible to detect
whether a preverbal subject appears 1 a canonical or left-peripheral
position. The availability of clitic 1s also of relevance for discourse-old

objects, as 1n Condition C below.
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3.4.3 Condition C

Condition C tokens were designed to establish preferred focus structure
when an object 1s discourse-old imnformation within the context
presented. These contexts also involved Q-A pairs, thus serving as a
counterbalance for the Condition B tokens above. These items seek to
test the availability and relative appropriateness of clitics using 1n
Bengali focus structure. The response triads 1n this condition have a bi-
clausal structure, placing the first conjunct with focus 1n opposition to
the second conjunct. Furthermore, the focus object 1n the first conjunct
will create a strong preference for a parallel focus structure in the
second one. The word order possibilities for the first conjunct in these
triads are OcISV (clitic object tollowed by a preverbal subject and a
verb), OclV'S (clitic object followed by a verb and a postverbal subject),
and SOV, as in (3).

(3) Context: Sumon and Shobuy are friends. Shobuj has moved 1n a
new house. When they enter Sumon’s new house, there 1s a large
number of books inside.

Shobuj— Wow! Your family already brought 1n all books!

A.  Sumon—boi-gulo-1 baba eneche kintu book shelf -t1 dokan-e

book-Pl-cl papa bring-PRF but book shelf- the shop- 1n (the)

B. Sumon— boi1-gulo-1 eneche baba kintu book shelf -t1 dokan-e
book-Pl-cl bring-PRF papa but book shelf- the shop- 1n (the)

C.  Sumon— baba boi-gulo eneche kintu book shelf -t1 dokan-e
papa book-Pl bring-PRF but book shelf- the shop- 1n (the)

Papa has only brought the books but the book shelf is in the shop .
a0
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Word orders did not vary 1n the second conjunct in this condition, and
all included an appropriately anaphoric focus object according to the
prerequisites mtroduced above. The prediction 1s that the object would
be preferred 1n a focus position 1n the first conjunct. Were 1t to appear 1n

its canonical position, this would violate the parallel structure of focus

between the two conjuncts. This item also sought to determine whether a
preverbal or postverbal subject would be available or preferred in the
first (focus) conjunct. Note that the second conjunct mvolves a null
subject. All subjects 1mn the response triads were subsets, recasts, or
switch references of the subject 1mn the elicitation context i order to
avold 1) repetitiveness, which would create an unnatural response, and
2) null subjects, since a null-subject response 1n the first conjunct would

not indicate the preterential position of the subject.

3.4.4 ConditionD

Condition D tokens were designed to determine preferred focus
structure for contexts in which a subject 1s old mformation within the
discourse context. This information structure condition serves as a
counterbalance for Condition B (above) on the one hand, and for
Condition E (below) on the other. This item 1s simuilar in nature and
structure to Condition B; however, Condition D responses employed 1n
this item are continuation and result 1n relation to the elicitation
contexts, both of which are classified as coordination contexts by Asher
& Vieu (2005). The word orders examined in this item set are SOV,

OSV, and OVS, as in (4).
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(4) Context: Sumon— Did you hear?
Shobuj— What?
Sumon— Shajib stood first in the class.

Shobuj— Really! That’s so great!

A.  Sumon— Sho’jib ¢jonno britti peyeche
Shajib for this scholarship get. PRFE

B. Sumon— ejonno britti Sho’j1b peyeche
for this scholarship Sho’jib get. PRF

C. Sumon— ¢jonno britti peyeche Sho’jib

for this scholarship get. PREF Sho’jib

For this, Shajib has got a scholarship.

The availability of focus 1n this discourse condition 1s crucial 1n regards
to the preferred clausal position of the subject. Theretore, discourse-old

preverbal subjects appear to be non-peripheral elements.

3.4.5 ConditionE

Condition E contexts also sought to venfy the availability and
appropriateness of dislocation of objects for Bengali clausal structure. In
these discourse contexts, objects represent discourse-old information, as
in Condition C. However, the contexts employed 1n these response triads
are continuation and result, as 1n Condition D above, thus providing a

counterbalance on two fronts. The word orders examined in this item
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were OclSV, OclVS, and SOV, as 1n (5) below. Three questionnaire
items of this type included PP adjuncts, and two mclude Adv adjuncts,
neither of which was predicted to affect the appropriateness of the

replies 1n the triads.

(5) Context: Sumon saw Shajib at the playground on Monday.

A. budhbar- ¢ ei1chele-t1- ke- 1 Shobuj dekhe-che
Wednesday on this boy the-Acc-cl Shobuj see.3. PRF

B. budhbar- ¢ e1 chele-ti- ke- 1 dekhe-che Shobuj
Wednesday on this boy the-Acc-cl see.3.PRF Shobuj

C. budhbar- e Shobujer chele-ti- ke dekhe-che
Wednesday on Shobuj this boy the-Acc  see.3.PRFE

On Wednesday, the boy, Shobuj has only seen (him).

As with Condition D, these contexts were coordination contexts, and

should therefore prohibit clitic construction (focus) of an object DP.

3.4.6 ConditionF

Condition F tokens were designed to establish a preference tor Bengali
focus architecture when there 1s narrow focus on the subject (1.e. the
subject 1s the rheme, or new information). According to the
Zubizarreta’s ( 1998) reformulation of the Nuclear Stress Rule, new
information appears to the right of the VP in situ. By her analysis, this 1s
the result of the object scrambling past the subject to avoid the

projection of focus. This task seeks to establish this
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preference/constraint for Bengali for subjects. Condition F 1s a
counterbalance for Condition G below, 1n which objects are narrow

focus. The word order permutations that appeared in triads of this type

are SOVX, OVSX and OSVX.

Within an information structure context i which only the subject 1s
unknown, frequently the verb and object complement(s) have already
been introduced ito the discourse. Three of the five tokens in this
condition mvolved permutation of an adverbial XP adjunct instead of
the object, as 1n (6).

(6) Context: Sumon and Shobuj are friends. Sumon asks Shobu;
about a box 1n his room.

Sumon— What’s that? How pretty?

Shobuj— That? Well, it’s a gift that arrived 1n the mail for my birthday.

Sumon— Who sent 1t to you?

A. Shobuj—gato shaptahe amar bon eti ama-ke pathie-chilo kintu
last week  my sister it-Acc me-Dat send.3.PST but
she amar onushthan-e ashte sakkhom habe na.

she my party to to come-INF able be.FUT not. NEG

B. Shobuj—gato shaptahe ama-ke amar bon et1 pathie-chilo kintu
last week  me-Datmy sister it-Acc send.3.PST but
she amar onushthan-¢ ashte sakkhom habe na.

she my party to to come-INF able  be.FUT not. NEG

C. Shobuj—gato shaptahe ama-ke et1 pathie-chilo amar bon Kintu

last week  me-Dat 1t-Acc send.3.PST my sister but
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she amar onushthan-e ashte sakkhom habe na.

she my party to to come-INF able be.FUT not. NEG

My sister sent it to me last week but she won’t be able to come to my

party.

3.4.7 Condition G
Condition G tokens counterbalance those of Condition F, seeking data
on the preferred focus structure for Bengali when the nformation
structure mvolves the object as new information (rheme). The word
orders examined in these object-focus triads were SOV, OVS and OSV,
as 1 (7).
(7) Context: Sumon Shajib and Shobuj are friends. Sumon and
Shajib are talking about the achievement of Shobu;.
Sumon— Did he win any prize?
Shajib— Well, yes.

Sumon— What did he win?

A.  Shobuy ekt1 medal peye-che
Shobuj a medal get.3.PRF
B.  e¢kti medal Shobuj peye-che
a medal Shobuy get.3.PRF
C. ektimedal peye-che Shobu;j
a medal get.3.PRF Shobu

Sobuj has got a medal.

As previously mentioned, if Zubizarreta ( 1998) 1s on the right track,
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narrow-focus new mformation appears to the right of the VP in sifu. It
this 1s the case, experiment participants should rate SVO as the most

appropriate word order 1n this condition.

3.5 Task 2: Word Order Preference Task

Since Task 1 allowed for the possibility that participants may rate
differing focus structures with 1dentical or very similar ratings, Task 2
was designed to encourage participants to choose a clear preference
from two word order possibilities. If 1t tums out that two word orders are
equally acceptable, this task will also provide confirmation of such a
preference. Although Task 2 items did not include accompanying audio
tor the word order possibilities, they appeared 1n an extended pragmatic
context of three to seven items 1 a connected, continuous discourse.
Task two 1tems mvolved the same mformation structure contexts as 1n
task one, with the exception of subordination versus coordination items

testing the availability of focus variations.

Three sample questions preceded the items i1n task two 1 order to
provide instructions to participants on how the contexts will be
presented and how they may be answered. These i1nstructions
highlighted to participants that while more than one word order may be
possible, one or another may not be appropriate depending on the
context. This was included to encourage them to pay particular attention
to the discourse contexts provided in the tasks that follow. This was to

highlight to participants that all three possible answers provided over the
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course of the task were possible responses. Therefore, if 1t was the case
that two word order options are equally possible and appropriate 1n a

given context, participants should indicate this.

3.5.1 Condition A
Condition A 1nvolved thetic, or out-of-the-blue, contexts. Participants
had to choose the approprniate word order, with the subject preceding or

following the verb. Therefore the possible word orders 1n this item type

were SOV or OVS:

(8) Context: Sumon— What happened?
Shajib— Nobody knows exactly.
A. buRolok-ti- ke  mrito pawa geche
old man the-Acc dead find.3.PRF.PAS
B. mnto pawa geche buRo lok-ti- ke
dead find.3.PRF . PAS old man the-Acc
C. A and B both are possible.
The old man has been found dead.

SOV and OVS orders are predicted to be the most acceptable clausal
word orders for thetic contexts. This item was designed to elicit a
preference between these two word orders 1n case 1t turned out that both
of these responses 1n the triads received statistically similar ratings 1n the

corresponding Task 1 condition.
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3.5.2 Condition B

Condition B tokens mmvolved a discourse old subject DP. The possible

word orders 1n this context were SOV or OVS:

(9) Context: Father and mother are talking about their son Sobuj and his
examination
Father— Who was the other fellow that I saw a little bit ago?
Mother— That was his friend. He came to play basketball this
afternoon...
A. kintu she jane na je Sobuj-er agamikal porikkha ache
but he know not that Sobuj-Gen tomorrow exam  has
B. kintu she jane na je agamikal porikkha ache Sobuj-er
but he know not that tomorrow exam  has Sobuj-Gen
C. A and B both are possible.

But he does not know that Shobuj has a exam tomorrow

3.5.3 Condition C

In Condition C, the subject represented the rheme within the extended

discourse provided. The word orders participants can choose from 1n

this condition are SclOV or OSclV, as in (10).

(10) Context: Sumon— Who recommended this business to you?
A.  Shobuj— amar bhai- 1 ama-ke ¢ei1paramorsho dieche

my brother-cl me-Acc 1t suggest o1ve3.PRE
B. Shobuj— ama-ke amar bhai- 1 e1 paramorsho dieche

me-Acc my brother-cl it suggest o1ve3. PRF
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C. A and B both are possible.

Shobuj— My brother suggested it to me

If Bengali clausal structure adheres to Zubizarreta’s ( 1998)
configuration of the Nuclear Stress Rule (NSR), I predict that
participants will place narrow-focus (1.e. new information) subjects 1n a

postverbal position.

3.5.4 ConditionD
Condition D presented an object narrow-focus (rheme) information
structure context. These tokens counterbalance Condition C, eliciting
participants to choose between OVS and OSV order, as1n (11).
(11) Context: Sumon— /s your sister ready yet’
Shajib— Almost, almost...

Sumon— What is she looking for?

A.  Sumon-— toale khuj-che she chul shukono-r jonno
towel look for.3PRS.PROG she hair (the) dry . INF for
B.  Sumon- toale she khuj-che chul shukono-r jonno
towel she look for.3PRS.PROG hair (the) dry.INF for
C. A and B both are possible.

Sumon— She’s looking for a towel to dry her hair (with).

If Bengali objects in OVS mmply scrambling of the object to avoid the

rightward projection of information focus as discussed above, the
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prediction 1s that the object will remain in situ, theretore favoring a
choice of OVS order in these discourse contexts. As the grammatical
subjects 1n this condition represent old information, it was not assumed
that SOV would be a preferred word order in the corresponding Task 1
condition. Yet, if object DPs remain in their thematic position, SOV
should have been one of the word orders under consideration in this
condition. This methodological shortcoming was remedied 1n the Task 2
follow-up condition, which gathered preference data tor all three of the
word orders examined i Task 1 for object narrow-focus conditions. I
provide the methodological details of this follow-up as well as its results

in section 4.3, following the results for Task 2.

3.5.5 Condition E

Condition E 1tems are a counterbalance for Condition B. Within these
contexts, the object represents discourse-old information, therefore
satistying the anaphoric requirements of focus, as previously introduced

for Condition C 1n Task 1. The two possible word orders 1n this item

type were OclSV and OclVS, with the discourse-old object, as 1n (12).

(12) Context: Shobuj— And where did they leave the rest of the

Jurniture?
A. Sumon— sofa-ti-1 amar bon Kkhuje peyeche dorjar  baire
sofa the-clmy sister find get.3.PRF door (the) outside
B. Sumon— sofa-ti-1  khuje peyeche amar bon dorjar  baire

sofa the-cl find get.3.PRF my sister door (the) outside
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C. A and B both are possible.

Sumon — The sofa my sister found (it) on the balcony.

The response options for this token did not include SOV for two
reasons: 1) 1t was not assumed that SOV would be a preterred word
order when an object 1s discourse-old, and 2) I predicted that the focus

word orders would receive higher ratings in Task 1.

These questions served not only as distractors, but also to ensure that
participants completed the tasks properly. The word order options 1n
conditions A through E did not incur sharp ungrammaticality depending
on the choice of clausal word order; however, a choice of Adjective—
Noun order, option B 1n item (13), would. Three different reply contexts
were 1ncluded: two 1n which only Adjective-Noun order was possible,
two 1n which only Noun-Adjective order was possible, and one 1n which
cither Noun-Adjective or Adjective noun order was possible. If a
participant chose an ungrammatical reponse, their questionnaire results
were highly scrutimized, as 1t was taken as a potential indication that
they did not complete the task(s) in a faithful or mentally-focused

mMarnricer.

3.6 Task 3: Recorded field interview

Researchers 1n sociolinguistics have found that obtaining linguistic

evidence {from minority, non-prestige varieties present unique

challenges. Cheshire and Stein (1997) claim that the “fluid” nature of
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non-prestige varieties makes grammaticality judgments a difficult task,
and that only standardization and the establishment of a grammar make
such judgments possible. However, Henry (2005) points out that such
‘standard forms’ of a variety can also cloud the matter since speakers
may consider certain standardized forms or uses to be ‘incorrect’, and
therefore ‘ungrammatical’. When such standardized forms are
remforced by an education system, it can lead to otherwise grammatical
structures bemng highly stigmatized. Henry’s (2005) examination of
Belfast English found that follow-up interviews with participants
uncovered subtleties 1n acceptability judgments from linguistic
questionnaires that otherwise would have been overlooked. She
suggests, therefore, that linguistic questionnaires alone often cannot
provide a complete picture of a speaker’s grammar. She also points out
that paper-and-pencil questionnaires typically make use of a standard
variety of a minority language which 1s often unfamiliar to older or less
literate speakers of non-prestige languages. Such individuals are

frequently not receptive to written questionnaires.

The third task consisted of 19 field interviews recorded with an
Olympus DS-40 digital voice recorder. Although participants
volunteered to be mterviewed, a crown flat microphone was used as
well to lessen potential recording anxiety. A small subset of the
interviewees also participated 1in Tasks 1 and 2, but since anonymity was
preserved, 1t 1s unknown which of the mterviewees they were. A

Bengali-speaking male and a Bengali-speaking female conducted all
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interviews within the area of Dhaka city. Bengali-speaking individuals
conducted the interviews in order to guarantee comprehension on the
part of the interviewer, and to avoid simplification of linguistic
structures for the benefit of the Primary Investigator and author of this
dissertation. I was present for all of them and familiarized the
interviewers with the questions and expectations of the nterview
beforechand. The mterviewees were acquaintances, family or friends of
all the interviewers, which greatly assisted in gathering more relaxed,
informal data. The interview questions for Task 3 included questions
about family, hometown, job-place, opinions about older and younger
generations, opinions about the Bengali language, and thoughts about
the future of Bengali. Participants are also asked to tell an anecdote from
their youth or from their hometown. The older participants were asked
about their experiences and views about the readymade garments sector
in Bangladesh. Although Task 3 1s ostensibly a spontaneous field
interview, the interview questions asked of these speakers are quite
structured. This task has been designed in this manner to attempt to
ensure analogous, and therefore comparable, responses among
interviewees. The goal of these short interviews 1s also to gather a
qualitative sample of spontaneous speech with which to compare the

results of the quantitative tasks (Tasks 1 and 2) in this experiment.

3.7 Conclusion

The methodology detailed 1n the above three tasks provide indications of

preferred word orders 1n Bengalil 1n a variety of pragmatic contexts. All
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of the tasks detailed above were created with the consultation and advice
of native Bengali speakers working in sociolinguistics and Bengali
education 1 order to assure that these tasks would focus more on
Bengali speakers” estimations of what 1s pragmatically acceptable and

appropriate, and less on what 1s lexically appropnate.

Statistical results from Tasks 1 and 2, which appear in the following
chapter, indicate the focus preferences of Bengali speakers for these
contexts. The spontaneous production data gathered in Task 3 help to
shed further light on how common such word orders are 1n the elicited
speech of mterviewees. Crucially, a lack of such word orders should not
be taken as an indication that such word order(s) are lacking in their
grammars. The combination of the indications 1n these task results
provide vital qualitative and quantitative evidence guiding the syntax-

information structure analysis that I propose for Bengali in Chapter 5.
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In this chapter, I present the results of the quantitative and qualitative
tasks described in Chapter 3. In section 4.2, I present the statistical
results for each Task 1 condition. In section 4.3, I present the statistical
results for each Task 2 discourse condition. In section 4.4, I report on a
follow-up quantitative task that I carried out for two conditions whose
results 1n Task 2 did not indicate a clear focus word order preference. 1
describe the follow-up task and present the statistical results gathered for
this task. I report on the focus word orders attested and their
accompanying discourse contexts in the recorded field interviews in
section 4.5. In section 4.6, I make closing comments on this chapter and

the tasks reported on within.

4.1 Introduction

Initial data mspection for both tasks indicated that participant responses
were not normally distributed. Rather, they were quite skewed. The five-
point rating scale by which the word order options 1n Task 1 were rated
for appropriateness 1s ordinal and not scalar (1.e. a rating of 4 1s not
necessarily twice as high as a rating of 2). The choices available in Task
2 were also ordinal, as they only provided a focus word order preference
choice of a, b, or ¢. Therefore, when inter-group comparisons can be
made, I have analyzed the data using the Friedman test, which 1s the
non-parametric statistical alternative to either an ANOVA or a two-tailed
t-test. In section 4.2 I detail the statistical results for Task 1. In sections
4.2.1 to 4.2.77; I provide descriptive statistics for the word order triads for

cach condition, and then provide statistical comparisons of the word
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order responses for each triad. I summarize these results in 4.2.8. In

section 4.2.9 I provide statistical comparisons for Task 1 conditions.

4.2 Task1

Recall that Task 1 was the Scaled Appropriateness Task in which
participants rated continuation/response triads to a variety of information
structure contexts on a five-point scale. For each condition 1n Task 1, I
present descriptive statistics as well as a prose description below. 1
follow the data descriptions with Friedman ranks of means measures to
discover statistical differences. Additional compansons follow when

such differences are detected.

4.2.1 Condition A

For thetic contexts, SOV word order received a mean acceptability rating
near ceiling (4.91), as in Table 1. In comparison with the mean ratings
for OSV (3.14) and OVS (2.63), these statistics suggest that SOV 1s the
preferred word order. The ratings for OSV and OVS display greater
individual vanation than SOV (mmnimum 4, maximum 5), as both

received ratings between 1 and 5.

WORD ORDER N MEAN STD. DEV.  MIN. MAX.
SOV 100 4.91 0.28762 4 5
OSV 100 3.14 1.08265 1 5
OVS 100 2.63 1.26055 1 5

Table 1. Word order triad ratings for Task 1 Condition A (thetic sentences)
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Not surprisingly, the small range of varnation in ratings for SOV 1s
reflected 1n 1ts small standard deviation (0.28762). Despite the wide
range of ratings given for OSV and OVS, they do not exhibit very large
standard vaniations (1.08265 and 1.26055, respectively).

WORD ORDERS N X DF P VALUE
SOVv OSV v OVS 100 145.531 2 <.001
SOV v OSV 100 87.044 1 <.001
SOV v OVS 100 93.000 1 <.001
OVSv OSV 100 7.667 1 .006

Table 2. Friedman statistics for Task 1 Condition A

The p-value of the Friedman non-parametric test ranking the means for
all three word orders (< .001) in the first row of Table 2 suggests a
statistically significant difference between the distributions of the three
scores. When the word orders are compared pair-wise, there are
statistically significant differences between SOV and OSV (p< .001),
SOV and OVS (p<.001), and OSV and OVS word orders (p=.0006).

4.2.2 ConditionB

In contexts in which the subject represents old information and discourse
subordination contexts as instructed by Lopez (2009), mean ratings for
SOV are near maximum (4.96). Mean ratings from for OSV (2.03) and
OVS (3.01) are quite lower. As 1n Condition A, ratings for OSV and

OVS for condition B received a wider range of scores (4 and 5,
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respectively) than SOV did (range of 2, min. 4 and max. 5). SOV had a
much smaller standard deviation (0.19695) than either OSV (0.93695) or
OVS (1.23497).

WORD ORDER N MEAN STD. DEV. MIN. MAX.
SOV 100 4.96 0.19695 4 5
OSV 100 2.03 0.93695 1 4
OVS 100 3.01 1.23497 1 5

Table 3. Descriptive statistics for Task 1 Condition B (subject old subordination)

When the mean rankings are compared for Condition B, the Friedman p
value 1ndicates a statistically significant difference between the
distnibutions of focus word order ratings. When compared pair-wise,
there are also statistically significant differences among each of the three

focus word orders compared.

WORD ORDERS N ' DF P VALUE
SOVv OSVv OVS 100 159.314 2 <.001
SOV v OSV 100 99.000 1 <.001
SOV v OVS 100 84.045 1 <.001
OVS v OSV 100 27.597 1 <.001

Table 4. Friedman statistics for Condition B
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4.2.3 Condition C

For subordination discourse contexts in which the object represents old
information, mean ratings for SOV are 4.59. SOV for this discourse
context received a wide range of ratings, and a standard deviation of
0.68306. OclSV received a mean rating of 1.87, a range of 5, and a
standard deviation of 0.94980. OclVS received a mean rating of 3.70, a

range of 5, but a larger standard deviation of 1.19342.

WORD ORDER N MEAN STD. DEV. MIN. MAX.
SOV 100 4.59 0.68306 2 5
OclSV 100 1.87 0.94980 1 5
OclVS 100 3.70 1.19342 1 5

Table 3. Descriptive statistics for Task 1 Condition C (object old subordination)

The Friedman test statistic for the distributions of the three word orders
in Table 6 (p< .001) indicates statistically sigmificant differences
between the word orders. Pair-wise comparisons also i1ndicate
statistically significant differences among each word order, thus
indicating that SOV 1s the preferred word order i subordination

discourse contexts 1n which the object represents old information.
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WORD ORDERS N 'a DF P VALUE
SOV v OclSVv OclVS 100 136.622 2 <.001
SOV v OclSV 100 91.162 1 <.001
SOV v OclVS 100 21.278 1 <.001
OclSV v OclVS 100 64.205 1 <.001

Table 6. Friedman statistics for Condition C

4.2.4 ConditionD

For coordination contexts in which the subject 1s old information within
the discourse context provided, mean ratings for SOV are 4.79, means
for OSV are 3.16, and means for OVS are 2.72. As with Condition C, all
three word order possibilities received a wide range of ratings, vet

despite such variation, all three word order ratings have relatively small

standard deviations (0.6559 for SOV, 1.10755 for OSV and 1.13778 for

OVS).

WORD ORDER N MEAN STD. DEV. MIN. MAX.
SOV 100 4.79 0.6559 1 5
OSV 100 3.16 1.10755 1 5
OVS 100 2.72 1.13778 1 5

Table 7. Descriptive statistics for Task 1 Condition D (subject old coordination)

Friedman test results comparing the three word orders indicate
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statistically significant differences between them (p<< .001). There are
also statistical differences between SOV and OSV (p< .001), SOV and
OVS (p< .001), and between OVS and OSV (p< .001). These results
suggest that SOV 1s the preferred word order in contexts in which
dislocation 1s mappropriate and the subject represents old information

within the discourse.

WORD ORDERS N 'a DF P VALUE
SOVv OSV v OVS 100 130.08 2 <.001
SOV v OSV 100 73.179 1 <.001
SOV v OVS 100 85.172 1 <.001
OVS v OSV 100 10.889 1 001

Table 8. Friedman statistics for Condition D

4.2.5 ConditionE

In coordination contexts i which the (direct) object represents old
information within the discourse, SOV word orders received the highest
mean rating (4.75), followed by a mean rating of 2.70 for OclVS, and a
mean rating of 1.55 for OclSV. For this task, all three word orders
received a wide range of ratings, and all have fairly similar standard

deviations.
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WORD ORDER N MEAN STD. DEV. MIN. MAX.
SOV 100 4.75 0.70173 1 5
OclSV 100 1.55 0.8333 1 4
OclVS 100 2.70 1.15907 1 5

Table 9. Descriptive statistics for Task 1 Condition E (object old coordination)

Friedman statistics for the mean rating distributions for the three possible
word orders indicate a statistically significant difference between the
three word orders (p < .001). Pair-wise Friedman comparisons also
indicate statistically significant differences between each word order
rating pairing. These results suggest that among the word order options

given, OclSV 1s the preferred word order option for discourse condition E.

WORD ORDERS N ' DF P VALUE
SOV v OclSV v OclVS 100 163.107 2 <.001
SVcl v OclSV 100 95.040 ] <.001
SVcl v OclVS 100 86.170 1 <.001
OclSV v OclVS 100 43.556 1 <.001

Table 10. Friedman statistics for Condition E

4.2.6 ConditionF

As previously discussed, Condition F sought to test word order

preferences for subject narrow focus contexts (1.e. when the subject 1s
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the rheme following Lopez (2009)). For this discourse context, none of
the word order options available approached the maximum possible
rating, but both SOVX and OVSX word orders received mean ratings
around the “rather acceptable”™ level of four (4.09 and 4.07,
respectively). OSVX received a mean rating of 3.66, which also
approaches the same level of acceptability. All word order options

received the full range of ratings, and have very similar standard

deviations.
WORD ORDER N MEAN STD. DEV. MIN. MAX.
SOVX 100 4.09 1.16424 1 5
OVSX 100 4.07 1.13933 1 5
OSVX 100 3.66 1.08451 1 5

Table 11. Descriptive statistics for Task 1 Condition F (subject narrow focus/rheme)

Friedman test results for this condition indicate the presence of
statistically significant differences, but pair-wise comparisons only
indicate significant differences between SVX and VXS (p=.021), and
between VXS and VSX (p<.001), but no significant difference between
SVX and VSX (p=.448), thus complicating the matter of determining a
word order preference for this discourse context. Since determining a
preference was problematic, I separated the X discourse response tokens

according to their constituent identity for post-hoc analysis.
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WORD ORDERS

N

SOVXvOVSXvOSVX 100

SOVX v OVSX

SOVX v OSVX

OSVX v OVSX

100

100

100

Dhaka University Institutional Repository

'a DF P VALUE
13.019 2 001
0.576 1 448
5.313 1 021
16.000 1 <.001

Table 12. Friedman statistics for Condition F

Unlike the previous discourse conditions, only two of the five discourse

context response tokens for Condition F included an argument direct

object DP. The other three contexts included an adverbial XP adjunct. I

examined these XP adjuncts 1n an attempt to determune 1f the ratings for

these contexts are similar to the ratings for argument object DPs. For

these possible replies, OVSA word orders received the highest mean

rating (4.75), OSVA received the second highest mean (3.95), and

SOVA received the lowest mean rating (3.583). OVSA displays a

smaller range of ratings (range=2) compared to OSVA (range=4) and

SOVA (range=5), as well as a smaller standard deviation (0.437)

compared to the other word orders (0.852 for OSVA, 1.239 for SOVA)

WORD ORDER N STD. DEV. MIN. MAX.

SOVA
OVSA

OSVA

60
60

60

MEAN

3.583
4.75

3.95

1.239 1 S
0.437 4 >

0.852 2 5

Table 13. Descriptive statistics for Task 1 Condition F with adjunct XP
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Friedman statistics for these word orders indicate a statistically
significant difference (p< .001), and pair-wise comparisons display
statistical differences for OVSA and SOVA (p< .001) and OVSA and
VAS (p< .001), but not between OSVA and OSVA (p=.238), thus
suggesting that OSVS 1s preferred to both SOVA and OSVA for these

contexts.
WORD ORDERS N ' DF P VALUE
SOVAVOVSA v60 31.387 2 <.001
SOVA v OVSA 60 17.163 1 <.001
SOVA v OSVA 60 1.391 1 238
OSVA v OVSA 60 29.432 1 <.001

Table 14. Friedman statistics for Condition I with adjunct XP

SOV received the highest mean rating (4.85), quite near the “totally
acceptable” ceiling of five points. OVS received the second highest
mean rating (3.225), and OSV received the lowest mean rating (3.05),
both near “more or less acceptable” levels. For these tokens, SOV
received the lowest range of ratings (range=2) as well as the smallest
standard deviation (0.36162). Both OVS and OSV received the full
range of possible ratings and had comparatively higher standard

deviations (1.25038 and 1.10824, respectively).
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WORD ORDER N MEAN STD. DEV. MIN. MAX.
SOV 40 4.85 0.36162 4 5
OSV 40 3.05 1.10824 1 5
OVS 40 3.225 1.25038 1 5

Table 13. Descriptive statistics for Task 1 Condition F with DP object
Friedman analysis of the mean rating distributions for these three word
orders indicates a statistically sigmificant difference between the three
word order options provided. Ratings for SOV were significantly higher
than either OSV or OVS (p<.001 1n each case), while the comparison of
OSV and OVS shows no significant difference between these word
orders. This suggests that SOV 1s the preferred word order for these

discourse contexts.

WORD ORDERS N v DF P VALUE
SOV v OSV v OVS 40 46.217 2 <.001
SOV v OSV 40 36.000 1 <.001
SOV v OVS 40 22.730 1 <.001
OVSv OSV 40 0.037 1 847

Table 16. Friedman statistics for Condition F word orders with DP object
The difference between ratings of discourse contexts with adverbial
adjuncts and those with argument direct object DPs therefore explains
the lack of a clear word order preference in Condition F contexts as a

whole.
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4.2.7 Condition G

For direct object narrow focus contexts (1.e. theme in Lopez (2009)),
SOV received a mean rating of 4.89, despite receiving ratings ranging
from three to five and a rather small standard deviation (0.37322). OVS
received a mean rating of 2.75, and OSV a mean of 2.18. Even though
both of these word orders showed a wide range of variation in their
ratings (range=> for both), the standard deviation for OSV (0.95748)
was smaller than 1t was for OVS (1.28216), thus displaying a lesser
degree of variability 1n ratings for OSV.

WORD ORDER N MEAN STD. DEV. MIN. MAX.
SOV 100 4.89 0.37322 3 5
OSV 100 2.18 0.95748 1 5
OVS 100 2.75 1.28216 1 5

Table 17. Descriptive statistics for Task 1 Condition G (object narrow focus/rheme)

Friedman tests show statistically significant differences between the

word order ratings for this discourse condition.
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WORD ORDERS N ' DF P VALUE
SOVvOSVvOVS 100 144.005 2 <.001
SOV v OSV 100 98.000 1 <.001
SOV v OVS 100 78.681 ] <.001
OVSv OSV 100 8.333 1 004

Table 18. Friedman statistics for Condition G

When pair-wise comparisons were analyzed with the Friedman test, all
p-values were lower than the statistically sigmificant level of (.05), thus
indicating a statistical difference between the distributions of each pair-
wise word order comparison 1n Table 18. The statistical results suggest
that SOV 1s the preferred word order for contexts in which the direct

object 1s narrowly focused.

4.2.8 Summaryof Task 1 discourse conditions

In Table 19, I provide a summary of the preferred word orders for the
discourse contexts provided in Task 1 based on participant ratings of
possible word order triads on a five-point scale as discussed in Chapter
3. For the majonity of the information structure contexts provided SOV
1s the preferred word order. In Condition E, the object appears as a direct
object clitic since i1t 1s old information within the given discourse
context. The presence of an adverbial adjunct in Condition F appears to
affect the preferred position of the subject as OVSA 1s the preferred

word order 1n these environments.
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CONDITION INFORMATION STRUCTURE CONTEXT PREFERRED WORD ORDER
A thetic. “out of the blue™ SOV
B subject as old information subordination SOV
C object as old information subordination SOV
D subject as old information coordination SOV
E object as old information coordination OclSV
F subject narrow focus with argument SOV, OVSA

direct object XP

G object narrow focus SOV

Table 19. Summary of Task 1 word order preferences by discourse condition

I discuss the implications of these preferences further in the syntactic
analysis. It has already been proved that such word order preferences are
not at all stylistic. Therefore, I am able to reject the null hypothesis.
Henceforth 1 shall try to establish the alternative hypothesis 1 a
plausible manner. I propose for Bengali clausal structure in Chapter 5. In
section 4.3., I present the results of the word order preference task,

which was the second questionnaire tasks presented 1in Chapter 3.

429 Task1 bysociolinguistic factors

As discussed in Chapter 3, due to variation in participant responses to
language history and use questions 1n the linguistic history questionnaire, I
separated them 1nto four sociolmguistic groups. The groups are:
+urban/+educated, +urban/-educated, -urban/+educated and —urban/-

educated. However, 1 failed to collect data from —urban/-educated people.
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Theretore, I have only three groups who have actively taken part in my
experiment. I did this out of curiosity as a post hoc measure 1n order to
determme 1f any differences would surface between those who speak
Bengal1 to a greater or lesser degree. All of the participants reported
exposure to and use of Bengali in therr everyday lives. In an attempt to
determine the presence of statistical differences between the three groups’
Task 1 results, I compared each language groups’ ratings for each possible

word order for each condition in Task 1 using the Friedman Test.

Table 20 shows the descriptive statistics for the Condition A SOV word
order option 1n the first three rows, OSV 1n the second three rows, and OVS
in the final three rows. The Friedman test statistics obtained did not indicate
a significant difference based on sociolinguistic factors for SOV (p=.549),

or for OVS (p=.489), but did indicate a difference approaching significance
for OSV (p=.07).

WORD ORDER  SOCIOLINGUISTIC FACTORS N MEAN STD. DEV. MIN. MAX.
SOV -urban/+educated 30 497 0.183 4 5
+urban/-educated 30 4.90 0.305 4 5
+urban/+educated 30 4.93 0.254 4 5
OSV -urban/+educated 30  3.33 1.241 1 5
+urban/-educated 30 2.90 1.094 1 5
+urban/+educated 30  3.17 1.020 1 4
OVS -urban/+educated 30 2.83 1.392 1
+urban/-educated 30 2.50 1.253 1 5
+urban/+educated 30 2.50 1.167 1 S

Table 20. Descriptive statistics for Condition A by sociolinguistic factors
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Table 21 shows the descriptive statistics for Condition B word orders.
For SOV, the Friedman test indicated no significant ditfference according
to sociolinguistic factors for SOV (p=.223), but did indicate the presence
of statistical differences for OSV (p=.01) and for OVS (p=.006). Follow-
up pair-wise Friedman measures for OSV indicate a difference between
-urban/+educated ratings and +urban/+educated ratings (p=.012), and
between +urban/-educated ratings and “+urban/+educated ratings
(p=.003). No such difference was found between the —urban/+educated

speaker group and the +urban/-educated speaker group for OSV (p=.827).

WORD URDER SOCIOLINGUISTIC FACTORS N MEAN STD. DEV. MIN. MaAX.
SOV -urban/+educated 30 4.97 0.183 4 5
+urban/-educated 30 5.00 0.000 5 5
+urban/+educated 30 4.93 0.254 4 5
OSV -urban/+educated 30 1.73 0.640 1 3
+urban/-educated 30 1.77 0.935 1 4
+urban/+educated 30 2.37 1.033 1 4
OVS -urban/+educated 30 3.27 1.172 1 5
+urban/-educated 30 2.60 1.329 1 5
+urban/+educated 30 3.20 1.215 1 5

Table 21. Descriptive statistics for Condition B by sociolinguistic factors

For OVS, the Friedman statistics indicate a statistical difference between
ratings for -urban/+educated speakers and —+urban/-educated speakers

(p=.014), and between +urban/-educated speakers and +urban/+educated
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speakers (p=.005). No significant difference was found between -

urban/+educated speakers and +urban/+educated speakers (p=.819).

For Condition C discourse contexts are described in the statistics 1n
Table 22. Friedman test measures do not indicate the presence of
statistical differences by sociolinguistic factors for SOV (p=.796),
OcISV (p=.4006), or for OclVS (p=.783). The table 1s stated bellow:

WORD ORDER SOCIOLINGUISTIC FACTORS N MEAN  STD.DEV. MIN.  MAX.
SOV -urban/+educated 30 4.67 0.547 3 5
+urban/-educated 30 4.60 0.622 3 5
+urban/+educated 30  4.70 0596 3 5
OclSV -urban/+educated 30 1.93 0944 1 4
+urban/-educated 30 1.63 0.890 1 5
+urban/+educated 30 1.77 0.898 1 4
OclVS -urban/+educated 30 3.67 1.269 1 5
+urban/-educated 30  3.80 1.243 1 5
+urban/+educated 30  3.60 1.163 1 5

Table 22. Descriptive statistics for Condition C by sociolinguistic factors
Table 23 shows the descriptive statistics for Condition D information
structure contexts by sociolinguistic factors and word order. The Friedman
test statistic does not indicate a statistical difference according to
sociolinguistic factors for SOV (p=.529). For OSV, however, there 1s a
difference. Pair-wise Friedman measures uncover a statistical difference
between ratings by “urban/-educated speakers and -urban/+educated

speakers (p=.023), but not between -urban/+educated and
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+urban/+educated speakers (p=.108), nor between +urban/-educated and

+urban/+educated speakers (p=.102). The Friedman test also indicates a

statistical difference by sociolinguistic factors for OVS (p=.039). Pair-

wise comparisons show a statistical difference between —+urban/-

educated and -urban/+educated speakers (p=.022). The comparisons also

show the minmimum statistical difference at a 95% confidence interval

between -urban/+educated ratings and +urban/+educated ratings (p=.03). No

statistical difference was found between +urban/-educated speakers and

+urban/+educated speakers (p=.835).

WORD ORDER SOCIOLINGUISTIC FACTORS N

SOV -urban/+educated 30
+urban/-educated 30
+urban/+educated 30

OSV -urban/+educated 30
+urban/-educated 30
+urban/+educated 30

OVS -urban/+educated 30
+urban/-educated 30
+urban/+educated 30

MEAN

4.73
4.77

4.93
3.63
2.67
2.97
2.93
2.60
3.20

STD. DEV. MIN.

0.785
0.774

0.254
1.066
1.124
0.999
1.337
1.329
1.215

1

5

Table 23. Descriptive statistics for Condition D by sociolinguistic factors

The descriptive statistics for the information structure contexts in

Condition E appear in Table 24 separated by sociolinguistic factors and

by word order response options provided i Task 1. The Friedman test
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does not indicate any presence of statistical differences based on seli-
reported sociolinguistic factors for SOV (p=.459), OclSV (p=.112), or
tor OclVS (p=.519).

SOV -urban/+educated 30 473 0640 3 5
+urban/-educated 30 493 0253 4 5
+urban/+educated 30 4777 0817 1 5

OclSV -urban/+educated 30 167 0922 1 4
+urban/-educated 30 1.37 0669 1 3
+urban/+educated 30 153 080 1 4

OclVS -urban/+educated 30 280 1297 1 5
+urban/-educated 30 253 1074 1 4
+urban/+educated 30 277 1.104 1 5

Table 24. Descriptive statistics for Condition E by sociolinguistic factors

Recall that the response triads for Condition F information structure
contexts varied due to constituent type, and for each subject narrow
focus data set there were only two context tokens with an argument
direct object. This would net a total of only twelve response tokens for
cach sociolinguistic factors group. Given that these are not sufficiently
numerous to warrant statistical comparison, I do not consider Condition

F results for comparison by sociolinguistic factors.

The descriptive statistics for object narrow focus imnformation scenarios
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in Condition G appear in Table 25. A Friedman comparison of mean
ranks do not indicate statistical differences by sociolinguistic factors for
SOV (p=.646) or for OVS (p=.322). For OSV however, the Friedman
test statistic does indicate the presence of a statistical difference by
sociolinguistic factors (p=.006). Pair-wise comparisons indicate a
statistical difference between “urban/-educated speakers™ and -
urban/+educated speakers’® ratings (p=.014), as well as between -
urban/+educated speakers’ and the +urban/+educated speakers’ ratings
(p=.005), but not between +urban/-educated speakers’ ratings and those

of +urban/+educated speakers (p=.322).

WORD ORDER SOCIOLINGUISTIC FACTORS N MEAN STD. DEV. MIN. MAX.

SOV -urban/+educated 30 4.90 0.403 3 5
+urban/-educated 30 4.93 0.365 3 5

+urban/+educated 30 490 0305 4 5
OSV -urban/+educated 30 230 0988 1 5
+urban/-educated 30 1.67 0.802 1 4
+urban/+educated 30 2.33 0.8384 1 4
OVS -urban/+educated 30 2.77 1.305 1 5
+urban/-educated 30 2.60 1.404 1 5

+urban/+educated 30 2.83 1.147 1 5

Table 25, Descriptive statistics for Condition G by sociolinguistic factors
In summary, significant differences were found for five ditferent word
orders 1 three different imformation structure conditions. These were

conditions B, D, and G, which share a subject as old information. The
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two word orders that display significant statistical differences are OSV
and OVS which, for their respective discourse conditions, were not the
most highly rated word order options in their triad. The “urban/-
educated and +urban/+educated groups both rated OVS higher than their

-urban/+educated counterparts for Conditions B and D, but only for

Condition B was OVS rated higher than OSV. OSV word orders were
not rated as uniformly with respect to sociolinguistic factors. Both
+urban/-educated and +urban/+educated groups rated OSV significantly
higher than the -urban/+educated group for Condition G. For Condition
D, the +urban/-educated group rated OSV significantly higher than the -
urban/+educated group, but not sigmificantly higher than the
+urban/+educated group. OSV received the lowest mean ratings for both
Condition B and G triads, but for Condition B, the +urban/+educated
group rated OSV significantly higher than either the +urban/-educated or

-urban/+educated groups.

Although +urban/-educated and +urban/+educated speakers rated OSV
and OVS word orders more highly than -urban/+educated speakers for
information structure contexts with discourse-old subjects, there 1s a
lurking variable that obscures any sort of sociolinguistic factors based
conclusions that might otherwise be suggested: age. However, 1t 1s worth
to mention here that age balance was not possible to maintain in this
rescarch. I just put emphasis on the selected age groups. Therefore, age
could not be possible to be considered as an analyzing factor from

sociolinguistic angle.
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As discussed before, since the syntax-information structure interface
involves an interface between syntax and the discourse, I should expect
to see greater signs of instability and optionality 1n heritage bilinguals
and second language leamners. Such instability should manifest itself 1n
this task as a wide(r) range of ratings for certain word orders depending
on the discourse-pragmatic context. What I have seen 1n this section,
however, 1s that the vanation between groups 1s nearly identical —
appropriate rating ranges and standard deviations differ only slightly
from one sociolinguistic group to another. When there are differences,
they are not unidirectional. At the level of individual variation, there are
individuals 1 all three groups that gave the full range of ratings to
certain word orders — even for preferred word orders. It there 1s residual
interface optionality and instability 1n these groups then, the data in this
chapter suggest that this comes as an all-or-nothing proposition: either
all of them are showing signs of instability at this particular interface or
none of them are. This 1s a difficult 1ssue to address with the data
gathered and presented here due to lack of a truly monolingual control
group with which to make comparisons and draw conclusions. I return to

this 1ssue later in the chapter.

4.2.10 Task 1 by gender
In this section, I report on statistical differences detected according to
gender. As there were very few statistical differences based on gender, I

only report on these differences i1n this section. Note however, that in
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many of these cases, the ratings 1in question are very low, thus indicating
marginal acceptability. Although little, 1f anything, may be concluded
based on these ratings, I report on these statistical differences for the

sake of completeness.

The descriptive statistics for OSV word order im Condition D,

coordination contexts in which subjects were discourse-old, appear 1n

Table 26.
GENDER N MEAN STD. DEV. MIN. MAX.
female 50 3.46 1.054 1 5
male 50 2.86 1.088 1 5

Table 26. Task 1, Condition D. Descriptive statistics for OSY word order by gender

Statistical differences by gender were found for OSV word orders 1n
reply to Condition D (p=.002, ¥*=9.256). It is interesting that these word
orders received the full range of ratings, and that they were rated as more
or less acceptable by the participants. Statistical differences by gender

are also present for OSV word orders for Condition G (p=.005,

¥*=7.811). Although this condition was an object narrow-focus (rheme)
context, 1t also included a discourse old-subject DP, as previously

discussed. The descriptive statistics for this condition appear in Table 27.

(GENDER N MEAN STD. DEV. MIN. MAX.
female 50 2.42 1.032 1 5
male 50 1.94 0.818 1 4

Table 27. Task 1, Condition G. Descriptive statistics for OSY word order by gender
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Female participants gave higher maximum ratings for OSV than their
male counterparts did, which led to a higher standard deviation for
female ratings. However, the statistics above indicate that females tend
to rate OSV word orders higher than males when a discourse-old subject
1s present. Despite the statistical difference, the low mean ratings for
these word orders do not provide indication of any sort of meaningtul

conclusion.

Females rated OclSV word orders sigmificantly higher than males for
subordmation discourse contexts with a discourse-old object (p=.003,

v*=7.811). The descriptive statistics for Condition C appear in Table 28 below.

(GENDER N MEAN STD. DEV. MIN. MAX.
female 50 2.14 0.948 1 4
male 50 1.60 0.881 1 5

Table 28. Task 1, Condition C. Descriptive statistics for OclSV by gender

Although males assigned higher maximum ratings for OSV 1n this
condition, their standard variation shows less variation. Even though
female participants rated this word order higher overall than their male
counterparts did, the low overall ratings of these word orders preclude

any sort of meaningful conclusion.

The ratings of the discourse context counterbalance tor Condition C
displayed results approaching statistical significance (p=.072, y*=3.240).

Condition E also mvolved a discourse-old object, but 1n a coordination
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(1.e. continuation) context. The descriptive statistics for this condition

appear 1n Table 29.

(GENDER N MEAN STD. DEV. MIN. MAX.
female 50 1.70 0.909 1 4
male 50 1.40 0.728 1 4

Table 29. Task 1, Condition E. Descriptive statistics for OclSV by gender

While 1t 1s imteresting that females show a tendency to rate these word
orders higher than males do, the mean ratings for this word order were
still quite low on the five-point appropriateness scale, somewhere
between marginally acceptable (2) and not acceptable (1). Therefore, no

conclusion can or should be made based on these results.

4.3 Task?2

Recall that Task 2 was the Word Order Collocation Task, in which
participants responded to an information structure context with a choice
of clausal word order options, with the additional option for no

preference. As discussed 1in Chapter 3, 1n Task 2

I sought to gather further data on the word order preferences indicated 1n
the first task, the scaled pragmatic appropriateness task. In order to
detect tendencies 1n the data from token to token, in 1nitial data analysis,

the two word order options presented were assigned a value of either 1
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or 3, while the option for both word orders was assigned a value of 2. By
this method, mean data preference values gravitating towards one
extreme or another would appear at either vertical extreme of the figure,
while a preference of “both™ would gravitate towards the middle of the
figure. Following initial analysis, outlying or unexpected results were
examined 1n further detail. For each discourse context, I also report mean

preference percentages for the condition as a whole.

4.3.1 Condition A

Condition A 1n Task 2 was a follow-up for Condition A 1n Task 1. Recall
that there were three tokens for each mformation structure preference
context 1 this task, and that the word orders tested in this condition
were SOV and OSV. I report on the mean preference percentages for
cach questionnaire token for this condition i Figure 2 (following page).
The results for Condition A indicate a strong preference for SOV order
in thetic sentences, thus echoing the indications from Task 1 above. For
this condition overall, SOV was preferred 1in 83% of the ratings, OSV
was preferred 1n 1% of the ratings, and both word orders was chosen 1n

16% of the replies.
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100% —— —
90% +— | —
80% +——— —
70% +— —
60% +— —
50% +—— —
40% +—
30% +—
20% +—
10%

Token 1 Token 2 Token 3

SOV

M Both

L RONYY)

Condition A (thetic) mean ratings by token

Figure 2. Condition A mean word order preference percentages by token

4.3.2 ConditionB

Condition B was a follow-up task for Condition B 1n Task 1. Although
this task did not seek to test clitic position 1n general, all of the discourse
contexts provided were subordination contexts. These information
structure contexts involved a subject DP that was topical, or discourse-
old, and tested the preference of SOV agammst OSV. The mean
preference percentages for each token in Figure 3 show a strong
preference for SOV order 1n this condition. For the condition as a whole,
participants chose SOV 1n 98% of the contexts provided, OSV 1n 0%,
and both word orders in 2% of the tokens. These results contirm the

results of Condition B 1n Task 1.
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100% -
90% -
80% -
70% -
60% -
50% -
40% -
30% -
20% -
10% -
0%

m S0V

M Both

mOSV

Token 1 Token 2 Token 3

Condition B (topical subject) mean ratings by token

Figure 3. Condition B mean word order preference percentages by token

4.3.3 ConditionC
Condition C sought to test word order preference 1n subject narrow focus
(theme) information structure contexts. This condition served as a

follow-up to Task 1, Condition F and compared the relative preference

of S(O)V and (O)SV word orders.

100% -
90% -
380% -
70% -
60% -
50% -
40% -
30% -
20% -
10% -

0% -

w50V

M Both

mOosV

Token 1 Token 2 Token 3

Condition C (subject rheme) mean ratings by token

Figure 4. Condition C mean word order preference percentages by token
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Recall that the results for this condition in Task 1 indicated differing
preferences depending on whether an argument direct object DP or an
adverbial adjunct was present in the possible responses. For Condition C
in Task 2, all of the context tokens involved a direct object clitic, and of

these, only one token included an adverbial adjunct (C2).

4.3.4 ConditionD

Condition D 1 Task 2 was a follow-up measure for Condition G 1n Task 1.
In both conditions, the information structure context under consideration
was object narrow focus. The word orders under consideration in this
condition were OVS and OSV. As the mean preference percentages in
Figure 5 show, there 1s no clear preference for either of the word orders.
Although OVS appears to be clearly preferred in token 2, the high
percentage of ratings choosing “both™ prevent drawing a clear conclusion as

to word order preference for the remaining tokens.

100%
90%
80%
70%
60%
50%
40%
30%
20%
10%

0%

»0Oosv

M Both

W OVS

Token 1 Token 2 Token 3

Condition D (object rheme) mean ratings by token

Figure 3. Condition D mean word order preference percentages by token
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The overall percentage ratings for this condition suggest a preference for
OVS, as this word order was chosen 1n 46% of replies 1n comparison
with 27% of replies in favor of OSV. As with Condition C 1n the
previous section, a large percentage of participants (27%) chose “both”
for their preference. A complicating factor for declaring a preference
based on these data lies in the fact that this large of a percentage could
potentially sway a preference for either possible word order. Recall that
in Task 1, Condition G, SOV was the preferred word order, not OSV or
OVS (see Table 17), and that the mean rating for SOV (4.89) was
significantly higher than that of OVS, the next highest rated word order
(2.75). Theretore, 1n retrospect, the competing word orders in the current
task and condition should have been SOV and OVS. Given the difficulty
involved 1n determining a preference for object narrow focus based on
the results gathered, I conducted a supplemental follow-up task for this

condition as well. I describe this task 1n section 4.4.

4.3.5 ConditionE

Condition E served as a follow-up to Condition C 1n Task 1. Recall that
this task provided subordination discourse contexts involving an object
DP that was topical, or discourse-old. This condition examined a
preference between OclVS and OclSV word orders. With the exception
of token E3 1n Figure 6, most of the data suggests a preference for
OclVS word order. The overall percentages for this condition suggest the

same preference, as OclVS was preterred 1 77% of the replies, OclSV
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was preferred 1n 7% of the replies, and “both™ was chosen 1n 16% of the
replies. Removing token E3 from consideration results in a complete
disappearance of preferences tor OclSV word orders (84% OclVS, 16%
“both™).

100% -

90% -

30% -

70%

60% -

w OclSV

50% -
M Both

40% -

W OclVS
30% -

20% -

10% -

0% -

Token 1 Token 2 Token 3

Condition E (topical object) mean ratings by token

Figure 6. Condition E mean word order preference percentages by token

It merits mentioning that post hoc examination of token E3 (2 below)
does not suggest any significant variation i mmformation structure or
constituent structure from the other Condition E tokens.
(1) Context: Shobuj— And where did they leave the rest of the
furniture?
A.  Sumon- sofa-ti-1 amar bon khuje peyeche dorjar  baire
sofa the-clmy sister find get.3.PRF door (the) outside

Sumon — (Sigh) The sofa my daughter found (it) on the balcony.
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In the Task 1 results, mean ratings for SOV were significantly higher
(4.59) than either OclSV (1.87) or OclVS (3.70). Although SOV was the
preferred word order, 1t was left out of this condition in the early stages
of design so that the verb and 1ts enclitic direct object pronoun would not
have to be modified. In the original task design, I had envisioned
participants filling in one of two possible blank spaces within the
provided continuation of the discourse context, in the spirit of a cloze
test. For this particular condition, this would have involved the
participant placing the subject to the left or the right of the verb. In the
end, the limitations of the online survey system precluded such a
response design, so full sentences were provided as response options.
However, the provided reply context remained unchanged. I recognize
that the design chosen limits the type of conclusions that I can make for
this particular discourse context in comparison with the other conditions,
but this should not diminish the clear preference for SOV as indicated 1n

Task 1 for this information structure context.

4.3.6 Task?2Z by sociolinguistic factors

As I conducted Friedman Tests for Task 1 to determine the presence of
statistical differences between the three sociolinguistic factors dependent
groups, I carried out the same comparisons for these groups™ Task 2
results as well. Recall that the determination of sociolinguistic factors
was made post hoc based on participant replies to questions on the
linguistic history questionnaire. For these particular Friedman measures,

I compare the overall ratings by the group for each condition. In order to
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maintain consistency with the graphical analyses of each condition in the
figures above, I have maintained the numbers assigned to each word
order possibility as previously described. As with Task 1, the size of the
groups was unequal, consisting of “+urban/-educated individuals, -
urban/4+educated individuals, and +urban/+educated i1ndividuals. This
examination determined two individuals whose data exhibited outlier

charactenistics as compared to the rest of the sociolinguistic groups.

The descriptive statistics for Condition A appear 1n Table 30. Each mean
clusters toward 1, and a preference for SOV word order. The Friedman
statistic for the three-way comparison of these groups does not indicate

any statistical significance between the distributions of the mean scores

(p=.704).
SOCIOLINGUISTIC FACTORS N MEAN STD. DEV.
+urban/-educated 30 1.20 0.484
+urban/+educated 30 1.10 0.305
-urban/+educated 30 1.17 0.379

Table 30. Descriptive statistics for Condition A by dominant language

The Condition B means in Table 31 show a greater preference for SOV

word order, and a lesser degree of variation, as seen in the standard
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deviations. The Friedman statistic for this condition (p=.607) does not

indicate the presence of any statistical differences between the

sociolinguistic groups’ preferences.

SOCIOLINGUISTIC FACTORS N MEAN STD. DEV.
+urban/-educated 30 1.00 0.000
+urban/+educated 30 1.03 0.183
-urban/+educated 30 1.03 0.183

Table 31. Descriptive statistics for Condition B by sociolinguistic factors

The means for Condition C 1n Table 32 cluster toward 2, indicating a
preference for both SOV and OVS for each sociolinguistic group. There
1s also a very larger degree of variation in the groups’ ratings, as seen 1n
the standard deviations for each group. The Friedman Test measure
indicates a lack of statistical significance 1n the differences between the

distributions of the mean ratings of the groups for this condition (p=.167).

SOCIOLINGUISTIC FACTORS N MEAN STD. DEV.
+urban/-educated 30 2.00 0.643
+urban/+educated 30 1.80 0.761
-urban/+educated 30 1.77 0.728

Table 32. Descriptive statistics for Condition C by dominant language
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The statistics for Condition D shows (not displayed in a table) mean
scores slightly higher than 2, suggesting a mild preterence tor the word
order option “+urban/+educated” 1n all of the groups, but more so for the
+urban/-educated group. As with the results for Condition C, the
standard deviations for each group indicate a fairly large degree of
variation for this condition as well, hardly surprising when one considers
that neither of the overall percentages for these two conditions pointed

toward a clear word order preference.

The average means for Condition E 1mn Table 33 show a rather strong
preference for OclVS for each of the groups. The Friedman statistic for
this condition (p=.622) does not indicate the presence of any statistical
differences between the mean rating distributions for the three

sociolinguistic factorsgroups.

SOCIOLINGUISTIC FACTORS N MEAN STD. DEV.
+urban/-educated 30 2.70 0.596
+urban/+educated 30 2.73 0.583
-urban/+educated 30 2.63 0.669

Table 33. Descriptive statistics for Condition E by dominant language

Overall, none of the Friedman measures conducted for the conditions 1n
Task 2 indicate significant differences based on the sociolinguistic
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factors of the participants.

4.3.7 Task 2 statistical results by gender

When subjected to Friedman analysis for statistical differences, only one
discourse condition indicated the presence of statistical significance
among the numbers assigned to the word order preference options. This
was Condition D, which was the object narrow-focus (rheme)
information structure context. I provide the descriptive statistics for this

condition in Table 34 below.

(GENDER N MEAN STD. DEV. MIN. MAX.
female 50 2.00 0.857 1 3
male 50 2.38 0.780 1 3

Table 34. Task 2, Condition D. Descriptive statistics for object narrow-focus (OSV vs. OVS)

Although a statistical difference was present (p=.012, ¥*=6.259), these
results must be taken with caution. Recall that, as discussed 1n section
4.3.4, SOV was not a possible word order option for this particular
preference condition. Also, as the means gravitate very near to two, the
number that was assigned to “both are acceptable”, little can be
concluded with respect to word order preference by gender for the

statistical difference present for this particular discourse condition.
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4.3.8 Task2 Summary

The word order preferences for Task 2 as a whole are reported 1n the first
two columns of Table 35. In the third column, I show the corresponding
word order condition from Task 1. In the fourth column, I show whether
the results from Task 2 confirm the indications from Task 1. The word
order preferences for conditions A and B 1 Task 1 are confirmed in

Task 2, 1.e. they show a preference for S(O)V word order.

TASK 2 DISCOURSE PREFERRED CORRESPONDING CONFIRMATION OF
CONDITION  CONTEXT WORD ORDER  TASK 1 CONDITION  TASK 1 RESULTS
A thetic SOV A Yes

B subjectold OSV B Yes

C subject focus “both” I unknown

D object focus OVS G unknown

E object old OclVS C Yes?

Table 33. Summary of Task 2 conditions

As previously mentioned, the results of conditions C and D in Task 1
could not be confirmed 1n Task 2. and for that reason, a further follow-
up task was conducted. I report on the results of this task 1n section 4.3.
The results of Condition E confirm the findings of Condition C 1n Task 1
in showing a preference for OclVS over OclSV, but crucially did not

include SOV, the preterred word order 1n Task 1.
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4.4 Follow-up task for Task 2 (Task X)

A total of 54 subjects mmtially participated 1n the follow-up for Task 2,
which attempted to clanity the results for subject and object narrow-
focus 1nformation structure contexts. There were four discourse
conditions. The format of the Task X was 1dentical to the format of Task
2, but with a couple of exceptions. First, the option of “both word
orders” was removed in order to arrive at clearer conclusions, thus
leaving only two word order response options. Secondly, the close
format of the prompts used in Task 2 was completely eliminated in favor
of sentence-length replies to the narrow-focus questions in the priming
contexts. Among the 54 subjects who participated 1n the questionnaire
task, eight did not complete the task, and thus were removed from
consideration. As the goal of this dissertation 1s to describe the word
order preferences of native and habitual Bengali speakers, the results of
14 completed questionnaires were removed from statistical consideration
based on participant responses to a brief revised linguistic history
questionnaire that preceded the discourse conditions. The summary of

the participants from Task X appear below 1n Table 36.

AGE GROUP GENDER ITotal
MALE FEMALE
18-30 5 6 11
31-49 7 11 18
50+ 1 2 3
Total 13 19 32
Table 36. Bengali participant representation by age and gender in Task X
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As very few significant statistical differences were detected among some
of the non-preferred word orders as discussed 1n sections 4.2.10 and
4.3.8, 1 did not take into account the variable of age 1n Task X. Rather,
this task focused on clarifying the previous results for subject and object
narrow-focus discourse contexts, as stated at the beginning of this
section. The results for the following four conditions are based on the

remaining 32 participants who successtully completed the questionnaire.

Follow-up Condition X1 mvolved subject narrow focus information
structure contexts. For this condition the possible word order response
options were SV or VS, nine of which included an enclitic direct object
pronoun, while one included a proclitic pronoun due to due to its
appearance 1n a subordinate clause. Participants chose VS word order 1n
96.88% of the contexts provided and SV word order 1in 3.12% of the
contexts, thus showing a clear preterence for VS word order in subject

narrow focus information structure situations.

Follow-up conditions X2, X3, and X4 were designed to clarity the
results gathered mn Tasks 1 and 2 for object narrow focus discourse
contexts. Each condition compared two word orders in order to more
clearly establish a word order preference for this pragmatic context. The

results for these conditions are summarized on the following page in

Table 37.
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Condition X2 OSV 46.25%
OVS 53.75%

Condition X3 SOV 83.13%
OVS 16.17%

Condition X4 SOV 90%
OSV 10%

Table 37. Summary of object narrow-focus follow-up conditions

In Condition X2, OVS was preferred to OSV only slightly. However,
SOV was preterred to OVS 1n Condition X3, and was also preferred to
OSV 1 Condition X4. Given the difference between the rating
percentages of SOV to both OSV and OVS, these ratings strongly

suggest a preference for SOV 1n object narrow focus discourse contexts.

4.5 Task 3

The 19 mterviews recorded lasted between 12 minutes 51 seconds and
one hour 34 minutes 58 seconds, totaling 14 hours 34 minutes 47
seconds of interviews. It should be pointed out that, in the mterview
corpus, there are numerous cases of SOV word order. There are also
many null subjects and one-word replies, which are more typical in
everyday conversation, thus following a Gricean model more faithfully
than the quantitative tasks reported on in the other sections of this
chapter. Recall, however, that such word order options and preferences

had to be constructed 1n the quantitative tasks in order to be able to reach
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conclusions about Bengali focus word order according to discourse
context. Although many of the word orders may have appeared to be
artificial and forced within their particular information structure context
in the quantitative tasks, many of them did surface during the interview
sessions. In this section, I report on word orders that departed from
SOV, those that immvolved a post-verbal subject (OVS), and those that

contained clitic elements.

For thetic sentences, the only word order found in the recordings was
SOV, as mndicated by participant preferences and ratings in Tasks 1 and
2. As these types of sentences were extremely numerous, and no other
word orders were found for this sort of discourse context, I do not report

on these sentences here.

For discourse contexts in which a subject was old information, SOV was
preferred in the previous quantitative tasks. Despite such preferences, 1
found greater clausal word order variety in the Task 3 interviews. In
over fourteen and a halt hours of interview recordings, I found only four
examples of VS word order, which represents an extremely small
percentage. All of these appeared in subordinate clauses. The first
example (2) followed a discourse 1 which the interviewee was
recounting a childhood experience.

(2) takhon matro baRte shuru koreche dhaka shahor

that time just  spread. PROG start have.PRS.3 dhaka city

“That time Dhaka city has just started spreading. ™
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Within this parenthetical, the post-verbal subject serves to clarity the
subject of the present-tense verb within the past-tense narration. The
interviews also attest VS word order for topic-switch to a previously
discourse active subject topic 1n a subjunctive subordinate clause (3).
(3) Interviewer- office-¢ bangla bacbohar korte  paren?
office in Bangla use do.PRS can
Are you able to use Bangla in office?

Participant- office-e ami1 karo karo shathe bangla boli, kintu
officeinl afew with bengali speak but
bakider shathe poristhitir opor nirbhor kore.
rest of all with  situation on depend do

Shadharonoto ami bangla boli jakhon keu
normally I bengali speak when someone
amar shathe bangla bole. tal ami tader
me  with bengali speak. PRS.3so0 I them
onujaii bhasha poriborton kori

accordmg to language switch  do.PRS.1

(Participant) — “In the office I speak Bengali with a few people. And with
others, it depends on situation. Normally, I speak Bengali when someone

speaks Bengali with me. So, I switch language according to them ™

Within this discourse, the interviewee 1s speaking about her university

roommates and their linguistic preferences when speaking to one
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another. In (3), the subject of the subjunctive subordinate clause 1s the

same subject from the interviewer question.

At a bare minimum, however, OVS word order caused no
communication breakdown or problems otherwise 1n this particular
conversation, thus suggesting that OVS forms part of the clausal word

order mnventory of these speakers.

When direct objects were discourse-old information in the interviews
they tended to surface as clitic pronouns and were not frequently
accompanied by an overt subject. In this type of sentences a discourse-

old direct object appears 1n a clitic position.

According to Asher, Nicholas & Mane Vieu (2005) this would be
considered either elaboration or explanation, both of which fall under
the classification of subordination, which for Lopez (2009) 1s required
for clitic to be appropnate. The first-person singular subject was also
already discourse-active, and remains clear due to the inflection of the

verbal suffix.

Sentences with post-verbal subjects represent new mformation regarding
the house, and within a clause that elaborates on the topical, discourse-
old elements, however, although 1n a clitic position, are not accompanied
by a resumptive clitic. There are various other cases 1n which a post-

verbal subject represents new information without elicitation by a
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subject-focus context (1.e. rheme).

Indefinite DPs are generally considered to represent new information
when they appear. In such a sentence, the only discourse-old information
1s available, the direct object from the previous sentence, which does not

appear as a clitic-doubled DP.

Post-verbal subjects also appear as contrastive or emphatic elements 1n
the interview corpus. While attempts were made to elicit narrow-focus
subjects (1.e. theme) during the mterviews, the answers given typically
lacked a verb. There was only one case 1n which a verb accompanied a
subject response to such a question. While 1t was not very common 1n
this corpus, clearly it 1s an attested word order. Despite 1ts low rate of
appearance, 1t should be pointed out that such field interviews are not
typically the most natural of venues for questions of this sort, especially
considering that object narrow-focus replies including a verb are non-
existent within this interview corpus. This surely does not indicate that
such contexts are non-existent, but rather that replies that would help to

shed light on clausal word order were 1n short supply.

To summarize this section, SOV word orders were well attested for
thetic sentences as well as numerous other discourse contexts. In fact,
SOV was the most common word order 1n this corpus. As exemplified in
the data collected 1n this research, a discourse-old subject may appear 1n

either OSV, or OVS word orders. It may also appear pre-verbally 1n a
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dislocated, left-peripheral position. Discourse-old direct objects
appeared 1mn a clitic position. While not entirely common within the
corpus, clearly these structures also form part of these speakers’
grammars. Subjects that represent new information may appear post-
verbally and 1n a variety of ways. Narrow-focus (rheme) subjects also
appear post-verbally. Various examples of canonical-divergent word
order share 1s a post-verbal subject DP, and a left periphery that has been
activated either by the presence of a clitic element or a post-positional
adjunct. In a number of collected samples, post-verbal subjects appear 1n
subordinate clauses, all of which contain a clitic pronoun of some sort. I
discuss the mmportance of the left-periphery and cliticization for the

syntactic analysis of Bengali in the following chapter.

4.6 Summary and discussion: quantitative measures

In this section I summarnize the results and indications of the above
quantitative tasks and discourse conditions. For convenience, these
results are also represented in Table 38. For the majority of the
information structure contexts provided, the participants 1n this
investigation showed a preference for SOV word order. In four of these
discourse contexts, this preference was confirmed by participant results

in two separate task conditions.
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INFORMATION TASK 1 TASK?2 ForLLow-up WORD

STRUCTURE CONTEXT CONDITION CONDITION TASK ORDER
CONDITION PREFERENCE

thetic A A N/A SOV

subject old B B N/A SOV

(subordination)

object old C E N/A SOV

(subordination)

subject old D N/A N/A SOV

(coordination)

object old E N/A N/A OclSV

(coordination)

subject narrow focus F C A OclVS

object narrow focus G D B,C,D SOV

Table 38. Summ ary of quantitative data measures

In the two remaining discourse conditions, SOV was not the preterred
word order. In both of these situations, the direct object DP appeared as
a clitic pronoun. The direct object had been previously entered into the
common ground of the discourse in these contexts and could not be
subordinated (i1.e. repeated) 1in each of these conditions without causing
an 1nappropriateness violation. Participant ratings displayed a preference
for OclVS word order 1n only one of these two conditions: the subject
narrow focus context. I discuss the syntax-information structure

ramifications if this preference in Chapter 5.

4.6.1 Anoteon cliticresponse ratings

Coordination contexts involving a discourse-old direct object only
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appeared 1 one task condition (Task 1, Condition E), and merit some
discussion. This was one of the two discourse conditions that offered
clitic response alternatives. Although SOV was the preterred word order
(u=4.75), I would like to offer comments on participant ratings of the
clitic response options for this condition. Participants gave OclVS word
order a mean rating of 2.70, which necared on the “more or less
acceptable” level defined by a rating of 3 1n this task. OclSV word order
however, received a significantly lower rating (u=1.55), which places
this mean near a midpoint between the ratings “not acceptable” = (1) and
“marginally acceptable” = (2). These results suggest a rather strong

dislike for SV order when preceded by clitic-left position.

The only other information structure condition with one or more
response options mvolving clitic position also mvolved a discourse-old
direct object, but these were subordination discourse contexts. These
appeared 1mn Tasks 1 and 2. In Task 1 Condition C, SOV was the
preferred word order receiving the highest score (u=4.59). Despite the
fact that the Friedman test measure determined this score to be
significantly higher than the mean ratings for either OclVS or OclSV, the
former still received a mean (u=3.70) nearing on the level of “rather
acceptable” = (4), thus suggesting this word order as a valid response
option to this discourse context. In contrast, OclSV only received a mean
rating (u=1.87) approaching the level of “marginally acceptable” = (2).
While Task 2 did not offer SOV as a response option (for reasons

discussed above), the response percentages for OclVS (77%) were more
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than ten times that of OclSV (7%), and five times that of “both™ (16%)
as preferred response options. These indications, 1n conjunction with the
results for OclSV above, therefore strongly suggest a distinct dislike for
a preverbal subject when preceded by a clitic element. I return to this
dispreference for OclSV word order and the ramifications 1t holds for the

syntactic analysis I propose tor Bengali in Chapter 5.

4.7 Methodological considerations

The results of the research presented i this chapter would have
benefited from a larger number of participants 1n the quantitative tasks.
This would have allowed for more powertul statistical comparisons, and
for more varied comparisons based on education level, living
environment [+ urban]|, and age. I do not doubt that the length of the
linguistic history questionnaire completed by participants who
participated 1n tasks 1 and 2 led to the high levels of attrition discussed
in Chapter 3. With higher participant numbers, shorter questionnaires
overall may be used, thus precluding the need for all participants to
complete all of the tokens. This could be remedied by random
participant assignment to groups, each of which would complete a subset
of the conditions from each task type. This strategy can be useful 1n a
setting where sociolinguists 1 the host country discourage cash
payments to survey participants, as was the case during the data-

gathering stage of this dissertation research.

Although (follow-up) Task X employed a shorter, more precise linguistic
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questionnaire, 1t did not provide the data that led to dividing the
participants who did complete the questions i tasks 1 and 2 into
sociolinguistic factorsgroups. However, as I saw 1n section 4.2.9,
dividing the data into groups based on sociolinguistic factors only
uncovered restricted mter-group differences by condition. As these were
multi-directional 1n nature, I concluded that none of these statistical

differences suggested overall differences among the sociolinguistic

oroups.

Looking toward the future, these results would benefit from comparison
with results from participants. In light of the appropriate and
inappropriate Bengali word orders discussed 1n the chapter 2, one would
predict differences in focus word order preferences depending on the
language 1nvolved 1n the discourse context. Another possibility,
however, 1s that there has been a sort of interface leveling due to the
extended exposure that these languages have had to each other in the

minds of speakers for centuries now.

With respect to diachronic changes, the data reported 1n this chapter does
not appear to indicate any significant changes 1 progress related to the
syntax-information structure interface among Bengali speakers.
However, since only six speakers over 50 years of age participated, the
above conclusion 1s strictly limited 1in scope to the data presented above.
Clearly, this conclusion would be more definitive had a larger population

of speakers from this age group participated in the quantitative tasks.
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Future research related to diachronic differences should also consider
speakers from the 31-49 year old age group — an age group not
considered 1n this dissertation. As I excluded 6 speakers from this age
group 1n the results reported 1n this research, I will analyze the data

gathered from this age group 1n follow-up research to this dissertation.

For many of the quantitative tasks, the data displayed a large amount of
variation, or gradience. In other words, for Task 1 (which used a 5-point
scale), many of the response sentences provided in the triads receirved
the full range of possible ratings. One participant in particular whom 1
spoke with described her ‘4° ratings as scores that would have been °5°
ratings had 1t not been for other elements 1n the discourse context that
she did not feel comfortable with. These were mostly 1ndividual
preference 1ssues related to word choice, and not word order. She also
indicated that her ratings of “1° were very similar to her ratings of ‘2°,
which perhaps would have warranted collapsing the two extreme point

values.

The 1ssue of gradience 1n speaker grammars with respect to
grammaticality remains an 1ssue of debate. Wasow (2007, p. 261)
entertains the possibility that grammars may be gradient, citing three

key factors that may lead to such gradiency.

First, 1t 1s possible that at least some cases of apparent gradience 1n the

choice of grammatical form are actually cases m which different
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meanings are being expressed. Second, some cases of gradience may be
the result averaging over the usage of multiple individuals, who have
different internalized grammars. Third, there are gradient factors

affecting language use that are not part of linguistic competence.

If gradience may exist for grammaticality judgments, a greater level of
gradience 1s expected for pragmatic acceptability judgments, where
categorical judgments are harder to come by. As an alternative to
ordinal scales, Bard et al. (1996) suggest magnitude estimation
methodology for linguistic research, and Adli ( 2005) discusses a
(somewhat) practical manner 1n which to put such methodology into
practice. Despite the benefits of magnitude estimation data as opposed
to ordinal data (e.g. a judgment of “4’ in the former carries a statistical
value equvalent to double the value of ‘27, but not i1n the latter),
rescarch using such methodology may be limited not only by
methodological 1nertia, but by practical concerns such as participant
fatigue/patience and (1n the case of this dissertation) compatibility with

statistical survey packages.

4.8 Conclusion

Although 1t 1s not the norm in theoretical generative syntax to gather
experimental data (at least not quantitative) to arrive at theoretical
conclusions, there are those who have expressed the need for
quantitative data (e.g. (Zubizarreta, 1998)), and those who have

collected 1t outside of SLLA research. As noted previously, 1n the case of
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Bengali, there are few extant works on information structure as related
to syntax. Theretore, the data that I have presented on Bengali
represents an important first step in describing Bengali on the one hand,
and on the other, 1n gathering more varied data to inform a theoretical
1ssue such as the information structure-syntax mterface in languages in
general. This type of research has the potential to be a usetful tool 1n
other languages for describing dialect differences and perhaps even

diachronic change 1n progress.
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In this chapter, I examine the significance of the data discussed in
Chapter 4 1n relation to Lopez’s (2009) proposal. In particular, I study
his analysis of v-realm components in this section and whether such [*a]
feature assignment can explain the characteristics of subjects and objects
positions 1n Bengali. Finally, I attempt to find designated positions for

Bengali focus elements. Before doing this I may recall Lopez.

5.1 The Syntactic Behavior of Bengali Focus

I may start out with the v-realm notion. The v-realm 1s where [%a]
(anaphoric) assignment 1s executed by the module pragmatics, which

inspects the syntactic structure and the end of the first phase (1).

(1)

V+}|<[+a] VP

agree
Elements that form an agree relationship with a clitic that move to Spec,
vP are assigned the pragmatic feature [+a], while the complement of V 1s
assigned [-a]. Now, since any (remaining) in situ object would come 1nto
view 1n the complement of V, 1t would be assigned [-a]. As I have seen

in the Bengali data, a discourse new subject XP 1s preferred either at the
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right edge of the clause 1n reply to subject narrow-focus (rheme)
contexts, or in a preverbal position for thetic sentences. However,
discourse-old subjects may also appear in a preverbal position. For
Lopez, elements appearing in situ are assigned [-a] by default by
Pragmatics. Since preverbal subjects (once they move on from Spec, vP)
may be either discourse-old or new, there are two directions I can take
from here: I can assume that they are not marked either way, or I can
assume that they are marked [-a] by default owing to their in situ
position at the end of the first phase. Lopez does not opt for either 1n his
analysis. His analysis also clarifies preverbal subjects in thetic sentences,
which move on from Spec, VP to Spec, TP. The disadvantage to
assignment of [-a] in Spec, vP i1s that it cannot explain the discourse

anaphoricity of discourse-old preverbal subjects.

As I have observed, however, Lopez’s definition of [+a] strictly applies
to elements that have a discourse antecedent and enter an appropriate
structural relation with that antecedent. Since 1t appears that there 1s no
simple solution to this 1ssue, for the moment I will tollow Lopez 1n
assuming that the external argument 1n Spec, vP 1s not assigned any
pragmatic feature 1n the v-phase. Of greater interest with respect to [£a]
assignment for the moment are objects, and how they interact with v-

realm subjects at the end of the first phase.

Recall from Chapter 4 that two tasks were carried out to gather data on
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participant judgments of narrow focus (theme) contexts. In two separate
object narrow-focus conditions, my Bengali subjects displayed a
preference for SOV word order as compared to OVS or OSV. In Task 1,
Condition G, SOV recerved a mean rating of 4.89, while OSV received a
mean of 2.75, and OVS a mean of 2.18. This preference does not cause
any significant conflict for Lopez’s proposal since rheme constituents
remain in sity and are appropriately marked [-a] by Pragmatics.
Following Lopez’s proposal, an object moving to Spec, vP over the
external argument should be assigned [+a]. Recall however, that onfy
clements that establish an agree relation with a clitic are those that get
marked [+a] by the pragmatic module at the end of the first dernivational

phase. Let me assume that OSV 1s the result of “object shift” to Spec,

vP. As1n (2).
2) VP
/N
OBJ Vv’
N
SUB v’
/N
\% VP
N
\% tops

With this sort of movement, the scrambled object in OVS does not enter
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into a relation with a clitic 1n v since 1t 1s not marked [+a], as i (1).
However, since 1t has moved from its in situ position as complement of
v, 1t should not get marked [-a] either, thus preventing 1t from being
regular focus, which 1s undernived 1 Lopez’s proposal. Movement for
reasons of mnterpretation 1s in line with current minimalist discussions of
scrambling or object shift (e.g. Chomsky (2005)), by which movement
must be motivated by some feature having an influence on the eventual

derivational outcome (Bhattacharya T et al, 2007).

While both of these analyses explain why OSYV 1s not preterred 1n object
narrow-focus contexts, LOpez’s analysis does not predict that OVS
should not be preferred in the same context. In OVS the underived object
gets correctly marked [-a] while the in situ postverbal subject should
remain unmarked. By Zubizarreta’s analysis, the subject in OVS also
falls within the scope of focus, thus correctly predicting that OVS would

not be pretferred for object narrow-focus contexts.

So, how does LOpez’s proposal fare i the left periphery? Recall that he

proposes a reduced, syncretic left periphery m which a variety of

elements appear 1n Spec, Fin (3).
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(3) ForceP

N

Force FinP A [+c] assignment

N

CL/FF/wh- Fin’

AN

Fin 1P

For Lopez, 1f more than one FF/wh- or clitic element appears the result 1s
stacked specifiers of Fin. At the end of the second phase imn Lopez’s
proposal, the Pragmatics module assigns [+c] to Spec, Fin, and [-c] to

the complement of Fin (1.e. TP).

Now, I have been assuming that topicalized elements are attracted to
Spec, DFceP due to the fact that topics appear between two
complementizers without triggening proclisis. Now 1f the DkFce
projection 1s the lexicalization of topic features it 1s also possible that
topical preverbal subjects are attracted to the same Spec, DFceP
position. If topical preverbal subjects appear in Spec, DFceP, when f 1s
projected (as I have been assuming for all preverbal subjects), enclisis
will still obtain 1 main clauses. Since preverbal subjects in thetic
sentences lack topical properties, when f 1s projected in main clauses
they will not be attracted to Spec, FceP. Recall also that because of the

enclisis facts, they may not appear in Spec, FP 1n main clauses, either.
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This could explain the appearance of preverbal subjects in Spec, SubjP.
In main clauses without a clitic (1.e. when f1s not projected), a preverbal
subject 1n Spec, DFceP would be practically indistinguishable from a
preverbal subject in Spec, TP 1n a main clause. In subordinate clauses
lacking a projection of f, a preverbal subject appears 1n either Spec, TP
or Spec, DFceP. In subordinate clauses when f 1s projected, any sort of
preverbal subject — except for truly topicalized ones — will appear 1n

Spec, FP since 1t can provide a leftward clitic fusion site.

The remaining problem 1n the clausal architecture above (with SubjP) 1n
the context of Lopez’s Pragmatics module 1s that 1t still has to possess
some sort of mechanism for determining which elements should be [+c]-
marked (affective phrases) and which elements should not be [+c]-
marked (preverbal subject) 1in the Spec, FP position. If Pragmatics can
determine which elements to mark [+c] in Spec, FP, I see no compelling
reason why 1t would not also be able to do the same 1n Spec, DFceP.
Therefore, the alternative clausal architecture with an additional
dedicated position for preverbal subjects 1s no more advantageous than

the architecture 1n with respect to [+c] assignment.

I have seen 1n this section that the left periphery in Bengali requires a
greater number of projections 1n order to account for the cliticization
data. A crucial 1ssue for Lopez (2009) 1n light of the clausal architecture

I have proposed for Bengali has to do with what “counts” as the edge
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with respect to pragmatic feature assignment. Even if more than one
projection may count as an edge, LOopez’s Pragmatics module would
need to be modified 1n order to correctly assign [+c| discourse features
to topical(1zed) elements and affective phrases on the one hand, and not
assign them to non-topical preverbal subjects on the other. Even putting
aside this complication, edge calculation for [EPP]| checking 1s even
more problematic. Following e.g. Chomsky (2005), the [EPP] feature 1s
inherited by T from C. Even it [EPP] inheritance can be “intercepted™ by
a C-realm head higher than T, given the variety of possible preverbal
subject positions described above, such interception would have to be
arbitrary and ad hoc to fit the purposes of the preverbal element 1n

question. This 1s clearly an undesirable proposition.

5.2 Position of the FocP in Bengali

5.2.1 Semantic Division of the Clause Structure

I now move onto the 1ssue of focus comprehensively, and it’s
insinuations in the semantic division of the clause structure. The
semantic division of the clause structure that 1s credibly proved to be
true for Bengali, militates against the semantic division proposed in
Kamp (1981), , Heim (1982), and with revisions 1in Diesing (1992). In
Diesing's theory, the clause 1s divided into restrictive clause and nuclear
scope. Since only ‘discourse concepts’ are encoded i the Bengali
syntax, 1t 1s possible to divide the clause broadly into two parts:

(4) a) Presupposed—Non-Presupposed
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or

(4) b) Top(tield)—Focus—Background(vP Phase)

In these terms, the ‘non-presupposed” part or the ‘background’ in (4a)
and (4b) would constitute the rheme, or the ‘new information’. The
combination of the topic field and the FocP constitute the “presupposed
part’. The ‘topic field” encompasses all the positions above FocP. In
Abraham (2002) it was argued that German 1s discourse prominent in
the tollowing sense: There 1s a basic word order 1n German (and Dutch
and West Frisian) with rhematic (informationally new) material in VP.

Something similar 1s happening 1n Bengali.

5.2.2 Proof that Bengali has a Clause-int{ernal) Focposition between TP and vP
In this study, I am going to establish a proposition that a clause-internal
position 1s designated for Bengali focus and which 1s placed 1n between
TP and vP. A focused phrase must move overtly to SpeclFoc. The verb 1s
constantly right next to the focused particle. It means, no other phrase
can be placed between the focused phrase and the verb. By following

Cinque’s (1997) suggestion, 1t 1s possible to state that the verb 1s 1n the
Foc head.

The most clear-cut substantiation of the above claims comes from the
reality that the subject can be placed on both sides of the focused phrase,

and they have diverse elucidations. Whereas the subject in Spec TP
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must be “presupposed’, the subject in Spec vP 1s ‘not presupposed’. By
‘not presupposed’, I mean that 1t has not been prominent in the
discourse—in advance. In a way, then, I can say that the EPP feature of
“T° (Chomsky, 1995), in Bengali 1s the feature [+N, +presupposed],
since only presupposed NPs can be allowed to be placed in Spec TP.
This feature on TP will be [-int(erpretable)]|, though, 1t will be [+int] on
the NP 1n 1ts Spec. The non-overt ‘Expl(etive) pro’ that I assume 1s
merged 1 Spec TP when there 1s no subject in Spec TP, will have a
feature [+N, +presupposed]. In the following sections I am going to
discuss on this ‘presupposition effect” which 1s also opposed to
‘Specificity Efect’. The ‘Presupposition effect’” has its effect on an

‘entire range’ of heads, which include the Topic(s) and TP.

5.2.3 Specificity Effect

Bengali also allows ‘Specificity Effect’, that 1s, when the focus within

the clause 1s ‘Contrastive’, only a specific or a definite NP can be 1n
Spec TP. The Specificity eitect however, 1s to be analyzed 1n a different
manner from the ‘presupposition effect” stated above. That 1s, the
‘Specificity effect’ 1s not a result of ‘T’ having an EPP feature (=[D]
feature), such that only specifics and definites can be in Spec TP
(Chomsky, 1995), as I shall explain below, see (5a). For example, 1t the
focus 1s of ‘Contrastive type’, the subject mn Spec TP can only be a

specific. Specifics are always a part of a presupposed D-set, so, 1t 1s easy
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to associate presupposition and specificity as part of the same

phenomenon. But they are not as can be seen 1n (5b).

(5) a) ‘Specificity Effect 1s directly a consequence of the type of focus
in the clause.
b) Specifics can be viewed as follows:
A They are part of a set

B That set 1s presupposed.

Contrastive focus within the clause structure entails that the subject n
Spec TP be element of a set, and the EPP feature of ‘T’ needs that the
phrase 1n Spec TP be ‘presupposed’. As a result i1t follows specificity of
the subject in Spec TP. The subject 1n Spec vP quite the opposite, will
not only be an indefinite, but will not be part of the discourse either.
That 1s, even under contrastive focus, Spec vP will host a ‘non-
presupposed” indefinite when the subject 1n Spec TP will be specific.

The tollowing examples demonstrate this:

(I) When Focus 1s CONTRASTIVE FOCUS

(6) a)[rp ackjon keu (Specific) [pop Ol boi-ta t; [po.” poRchilo, [yp t [vp 1,
Someone (Spcific)  THAT book-cl; reading-was
oo’tokal t»]]] (e1 boi-ta noy)
yvesterday  (this book-cl not)

“Someone(spcific) was reading THAT book yesterday' (not this book)’
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b) [ropgo’tokal; [Tp €Xpl(Pro) [rocpOl bol-ta; [ro” PORchilos [p ackjon

yesterday  expl(pro) THAT book-cl reading-was
keu [yp t 1> 13]]]] iIndetf(non-presupp)
someone indef(non-presupp)
“Yesterday, 1t was THAT book that someone (ndef—

nonpresupposed) was reading.’

In (6a), the subject which 1s found in Spec TP position 1s a specific,
whereas 1n (6b), the subject 1n Spec vP 1s licensed as a non-presupposed
indefinite. It the subject bears a proper name (DP), then, under the
contrastive focus frame work 1n the clause, 1t will be able to have the
following readings 1n the two positions, Spec vP and Spec TP:
(7) a) Spec vP—Non-presupposed DP
b) Spec TP—DP will be part of a presupposed D-set
For instance,
(8) a)[rp Sumon-to [g,p OI boi-Ta | [roe” poRchilo, [p t [yp 1 go’tokal t5]]]]
Sumon-top THAT book-cl reading-was  yesterday
(e1 boita noy)
(this book-cl not) (presupposed D-set)
b) [1op go'tokaly [1p expl(pro) [rocp Ol bo1Ta, |roc. PORChi1lO3

yesterday THAT book-cl reading-was
[ve Sumon [vp t; t2 t5 []]]]] (non-presupp)
Sumon
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Since both Spec TP and Spec vP are bearing a proper name, the
disparity in interpretations are hard to identity. Comparison with the
data 1n (6) facilitates to obtain the right type of elucidation.
(II) When Focus 1s INFORMATION FOCUS (Kiss, 1998):
(9)  a)[rpaekjon keu[pop Ol boiTa ; [ro,” poRchilos [, ti]p t2g0 tokal t3 ]]]]]
Someone THAT book-cl reading-was yesterday
‘Someone (indef-presupp) was readingTHAT book yesterday.”
indet -presupposed
b) [Top g0 tokal 1 [yp Expl (pro) [rocp OI bo1Ta 5 [ro,” poRchilos

yesterday THAT book-cl reading-was
[.p ackjon keu [yp t; t> t3 |1]1]] indet (non-presupp)
SOmeone

Unlike 1 (6a), the indefinite aekjon keu ‘someone’ in (lla), no longer
has a Specific comprehension. There 1s a dissimilarity between the
clucidation of aekjon keu ‘someone’ 1in Spec TP, as 1in (9a), and that in
Spec VP 1 (9b), nevertheless both are indefinites. Where aekjon keu
‘'someone (indef)’ 1 (9a) 1s PRESUPPOSED, and for this reason exists
in the discourse, Fkfon keu ‘someone (indef)’ i (9b) 1s NOT. This

‘someone’ did not subsist 1n the discourse 1n advance.

It 1s this data which substantiates our argument that ‘Presupposition
effect” 1s disstmilar from the ‘Specificity Eftect’. Whereas

‘Presupposition effect” on the subject in Spec TP can be found in both
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types of focus; specificity effect on the subject in Spec TP 1s available
only in case of contrastive focus. Structurally this 1s clanfied by
acknowledging that the EPP feature of TP 1s [+N, +presupposed |, which
can however be only a [-interpretable| feature. This 1s a ‘discourse’
principle predetermined in the computational system. It 1s true for
Bengali, and most other Indian languages (Dasgupta, 2007). It 1s then
feasible, that 1t 1s a universal principle, previously not taken note of 1n
the literature. The feature ‘presupposed’ should not be jumbled with the
feature ‘existential’, for the reason that even such a kind can be either

‘presupposed’ or ‘not presupposed’ 1n the discourse.

This difference 1s present 1n all varieties of structures. Even generics
show this distinction. In the following, the focus 1s information focus on

the ‘late’ as a part of ‘late night’:

(10) a) [rpSumon; [gocp Khub RAtE,[ ¢ k&) kore[ypti[vptats]]]]
Sumon late NIGHT work do

“Sumon works at late night’

b)[ 1eEXPl(Pro)[rocpKhubRA TE [ £y 'kaj kore [ypSumon|yptt]]]]]
late NIGHT work do Sumon
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5.2.3.1 Specificity explained

I have claimed that specificity 1s a result of contrastive focus in the

clause. I now mention examples with other types of tocus: (III) Sudhu

‘Only’ type:

(11) a) [rp ackjonkeu [g,ep Sudhu OI chobi-tal |roc dekhchilo
someone(spcfc) only THAT movie-cl-foc watching-was
[.p t [vpt go’tokal t]]] spcitic
yesterday

“Someone(spcic) was watching only THAT movie yesterday.’

b) [Topgo tokal [rpexpl(pro)[rocp Sudhu OI Chobi-tai [g,. dekhchilo
yesterday only THAT movie-cl-foc watching-was
[ve aekjon keu [vp ttt ]]]]

someone (1ndef- nonpresupp)

The subject 1n Spec TP 1s 1n (11a) 1s specific, but the subject in Spec vP
in (11b) 1s a non-presupposed indefinite.

(IV) aemon ki -o ‘even-also’ type:

(12) a) [tp aekjon keu [g,cpaemon ki chobi-ta-o |Focrdekhchilo
someone even THAT movie-cl-also watching-was
[.pt [vp t go’tokal t]]] spcic
yesterday

“Someone (spcic) was watching even THAT movie yesterday.”
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b) [ Top 0 tokal [tpexpl (pro) [rocpaemon ki1 OI chobi-ta-o
yesterday cven THAT movir-cl-also
|70 dekhchilo [p ackjon keu [yp t t t]]]] indef(non-presp)
watching-was someone indetf (non-presupp)
The subject in Spec TP 1s 1n (12a) 1s Specific, but the subject in Spec vP

in (12b) 1s a non-presupposed indefinite.

(V) X nQeto 'etther or' type: 'X or Y'
(13) a) [rp ackjon keu (spcte) [roep €1 chobi-ta noyto o1 chobi-ta
Someone(spcic) | this movie-cl or that movie-cl]
[roc. dekhechilo [,pt [yp t go’tokal t]]]
watch yesterday

‘Someone(spcic) watched either this movie or that movie yesterday.’

b) [1op gO tokal [rp expl(pro) [rocp €1 chobi-ta noyto o1 chobi-ta
Yesterday this movie-cl or that movie-cl]
[roc. dekhechilo [,p aekjon keu indef (non-presp) [vpttt]]]]

watch someone(indef-non-presupp)
It 1s again found that in the example (13a), the subject in Spec TP 1s

specific. In contrast, the example (13b) shows that the subject in Spec

VP 1s a non-presupposed indefinite.
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I therefore study a specificity effect (specifics are elements of a
presupposed set by definition) 1n all the three cases stated above, where
cach clause has a different type of focus. The ‘presupposition” segment
of the specific NP 1s because of the EPP feature of “T°, and the fact that
it 1s part of a ‘set’ 1s due to the focus. All types of focuses above are
working like the contrastive focus, vis-a-vis generating a specificity
effect. Information focus, which 1s the most common category of focus,
1s the only exclusion. Information focus does not give rise to specificity

effect.

I explicate the phenomenon as follows:

(14) 1 assert that all kinds of focus can be segregated into two types:
(A) BINARY FOCUS:

Ones determining Binary sets: contrastive, ‘only’ type, ‘even’ type,

‘either-or’ type etc. Even when there are multiple alternatives, out of

which a focused constituent 1s chosen, for which the proposition 1s true,

the given set would be binary 1n the following way:

{a, not however {b,c,d...}}.

(B) INFORMATION FOCUS:
The same specificity effect 1s found with all the focus types listed as
'BINARY' Focus in (A) above. It 1s possible to raise a question: why
should BINARY Focus permit a Specific NP 1n Spec TP? How are the

two related? Instinctively, the clanfication would be along the
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subsequent lines: specifics split a given set into two parts. One part
contains the member(s) of the specitic NP, and the other (silent, but
understood) part consists of the rest of the members of the given set.
Thus, the Specific aekjon keu ‘someone’ 1 the examples above 1s a

member of a following BINARY set (presupposed 1n the discourse).

(15) {{ackjon keu}, {b.c.d...} }—{{Someone}, {b.c.d...}}

Now I can consider the set associated with a focused phrase. A
contrastive focus too splits the given set into a binary set. The disparity
between the specific set and the set belonging to the contrastively
focused set 1s that the second member of the contrastively focused set 1s
a negation of the given set. See e.g. the focused Qi chobita ‘that movie’

would be part of a following kind of set.

(16) {{OI chobita}, Not{ei chobita}} }—{ {that movie}, Not{this movie} }

The negation of the second member of the focused set describes the
focused phrase uniquely in a prearranged clause. An analogous binary
splitting up of the focused set can be imagined for all other binary focus
types, where the second set consisting of one or more members will be
negated to define the focused phrase uniquely 1n a given clause.
Consider the elucidation of (6a) repeated below, 1n terms of specificity

and focus:
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(17) [rp aekjon keu [pop Ol chobi-ta [g,,” dekhchilo [yp t [ypt go’tokal t ]]]
Someone (spcic) THAT movie-cl watching-was  yesterday
(e1 chobita noy)
(this movie-cl not)

“Someone (spcic) was watching THAT movie yesterday.’

Due to contrastiveness, there are two accounts embedded 1n (19). The

precise reading of (17) would be:

(18) a) Someone from the given presupposed set watched THAT movie
yvesterday, And the implicit reading associated with 1t would be:
(18) b) And the REST, watched THIS movie.

With added types of binary focus, instead of “THIS MOVIE™ 1n (18b), I

can have other options like “‘OTHER MOVIES’, “also other movies” etc.

Despite the fact that focus negates the other components of its set 1n
cach clause, so that the focused phrase can be labeled exclusively for
that particular clause, the other component of the focused set plays a
part 1n the other clause, afresh, with a distinctive reading. As a result, 1n
both (18a) and (18b), the focused phrase 1s exclusively described by not
permitting 1ts other member to take part in that particular event (of the

clause 1t 1s part of). Syntactically, then, there 1s an agreement relation
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holding between the focus head and the ‘1" head with reterence to their
‘set theoretic” properties. If focus 1s BINARY, so 1s the “T° head.
Specificity effects are an end result of this agreement relation. See (19).

c

(19) Focus head agrees with ‘T° head with reference to its ‘set
theoretic’ features.
I shall perceive that this agreement relation expands to the whole CP

Sy stem.

5.2.3.2 Explaining Focus

If contrastive focus 1s able to allocate quantificational properties to the
“T” head and also to the entire CP system as I shall demonstrate, the
question naturally arises regarding the subject in Spec vP. The fact that
it doesn't, justifies our division of the clause as 1n (4a) or (4b). It 1s the
Focused phrase and the verb which defines the 'event' of the clause, and
the 'background' part 1s more like the 'description' of the 'event'.
(Chomsky, 1971, p. 102) defines focus as the 'predicate’ of the dominant
sentence of the 'deep structure'. Our definition of Focus comes close to

that.

5.3 Encoding discourse features in the lexicon

My study above has depicted that the subject in Spec TP must allow the
feature [+presupposed]|, indicating that “T° holds an EPP feature=[+N,
+presupposed]. This feature must then be predetermined 1n the lexical

items. Remnhart (1995) proposes, along the lines recommended by
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Chomsky (1995), that interface economy should be created into the
numeration. In accordance with Chomsky’s (1995, p. 76) economy
principle, “a enters the numeration only 1f 1t has an effect on the
Output”. Alongside these lines, my proposal 1s that both [+Focus]| and
‘[+presupposed]” should be marked lexically. According to Reinhart
(1995, p. 14): “Interface economy, then, determines the shape of the
numeration: The underlying Intuition may be that 1t 1s at the stage of
choosing the ‘stone blocks’ that Speakers pay attention to what 1t 1s they
want to say. (Theoretically, this line resembles earlier views, that all

aspects of meaning are determined 1n Deep Structure).”™

However, Noam Chomsky (p.c.) points out that: “Internal computational
operations are ‘dumb’. They can’t know whether something’s
presupposed 1n a discourse. What must be happening 1s that NPs are
moving freely (at least, not with this constraint), and once they end up 1n

Spec-TP they are interpreted as presupposed.”™

This turns 1mnto complicated to ascertain 1t the whole Topic field (or the
CP field), (which comprises Topics, Wh-phrases in Spec CP, NPs 1n
Spec TP and even phrases i SpeclFoc), 1s part of the “presupposition’ 1n
the discourse, as I am asserting for the semantic splitting up of the
clause. Thus, I presume that ‘presupposition’ 1s an attribute which 1s
predetermined 1n the lexical items when they enter the numeration. This

does not collide with the i1dea that “Internal computational operations
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are dumb”. The NPs are without a doubt shifting freely, but only those
NPs continue to exist in Spec TP which has this feature ‘presupposed’,
under Spec head agreement with the °T° head which too carries the

feature ‘presupposed’. This feature on ‘T must then be [-interpretable].

My proposal that discourse features like “presupposition” and ‘Focus’
are 1serted 1n the lexacal items 1s admitting that meaning 1s determined
in the Deep structure 1itselt in Chomsky s (1971) sense, and according to
what Remhart (1995, p. 14) suggests above. Perhaps I should make a
duference between the function of LF 1n case of the “Speaker” and that
of the ‘hearer’. It 1s only 1n case of the ‘hearer’ that meaning 1s
determined by the “Spell Out’ of the speaker’s computational system
(via PF) to LF of the hearer. In case of the ‘Speaker’, there are LI
activities ‘before’ he speaks, 1.e., when the lexical 1items are chosen 1n
the ‘numeration’. If ‘binding’ 1s an independent module, and scope
effects are also dependent on Topic and Focus, as this work shows, it 1s
a plausible 1dea. The speaker’s “intention” decides ‘what he 1s going to
speak’. (It 1s also true that children learn to construct sentences
mechanically, but they do have a vague 1dea that one word order has a
certain kind of effect different from that of the other. The finer

semantics comes later.)
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This analysis establishes that all Focused phrases move overtly to
Specloc. It also establishes— syntactically” at least—that every clause

must have a FocP.

5.4 Topic Focus and Object Shift

In this section, I am going to show that there 1s no structural case
position ftor the DO 1n Bengali. The DO either moves to SpeclFoc, when
it has a Focus feature, or moves to the Topic position, or remains 1n-situ

in the vP Phase.

5.4.1 TopicField

I am also going to study the Topic position(s) i Bengali Clause
structure. Until now, I have assumed and shown that TopP exists 1n the
Standard Clause-external position above TP. I am going to show that 1n
addition to the clause-ext TopP, there can be Top phrase(s) mnside the
clause too, between TP and FocP, arranged hierarchically, in the

following manner:

(20) El) [Tap—ext [TP [TDp—int (TOplnt) [FucP [VP [VP---

Let’s 1dentify this space which holds this string of hierarchically set
Topic phrases including TP, the Topic field. It resembles the series of
hierarchically arranged specifiers in Bengali DP structure. It 1s
significant to recognize what I mean by ‘hierarchically arranged’, in

case of Topics. Despite the fact that they are all D(iscourse)-linked, the
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order of Topics 1s decided by the way an ‘event’ 1s viewed by the

speaker. This would become clearer as I proceed.

Like this, the position of all the phrases within a clause can be
explained, and all word order possibilities too, without resorting to
arbitrary scrambling operations as the ‘adjunction theories’ of
scrambling postulate, with the help of the above clause structure. The
commonality of Topic phrases 1s that all Topics are by definition
‘presupposed’ 1 the discourse. Focus (binary) too 1s part of the
‘presupposition’. That 1s, the focused vP 1s selected from a set salient 1n
the discourse. It 1s only the material present in the vP Phase that 1s not
selected from the discourse. I have already proved 1n section 5.2.3 that

there can only be [-presupposed]| NP 1n Spec vP. In fact, it 1s seen that

the entire vP Phase 1s the Non-Presupposed part. That 1s, whatever 1s
there 1n the vP Phase at the end of the derivation, 1s outside discourse. It
1s not presupposed 1 advance. Hence, I call the vP Phase the
'Background'. Thus, the clause structure can hence be semantically
divided into two parts:

(20) b) Presupposed—Non-Presupposed/Background

The presupposed part (/field) comprises Top Field and Focus,
encompassing the verb, and the components 1n the vP phrase 1s the Non-
Presupposed part or Background. Is it then unexpected that the verb 1s

always 1 the presupposed field, in the Foc head? The fact that 1t 1s
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never 1n the background, points out that a deeper semantics 1s involved
here. Our data reveals that except in exceptional cases, which I shall
describe, not all the phrases can move out of the vP Phase, 1.¢., from the
‘background”. There must be some phrase always present in the
‘background’. In all the cases I have considered till now, except 1n case
of unaccusatives and statives, that 1s indeed the case. Here 1s a repeat.
(21) a) [p Sumon-to [g,p OI boi1Ta [Foc’ diechilo [p t [yp Shojibke tt]]]
Sumon-top THAT book-cl gave Shojib-dat

It all the phrases are 1n the presupposed part, the construction 1s unusual,
particularly 1t the focus 1s information focus. For instance, i1f some
speakers find the data acceptable, 1t 1s because a time adverb 1s ‘non-
overtly” present in the background. The construction would be very

unusual 1if 1instead of diechilo “gave’ I would use dieche “has given’.

(21) b) "[1opShojibke-to [rp Sumon [op OI boiTa [ro.” diechilo [ypt [vp t tt ]]]]]
Shojib-dat-top Sumon THAT book-cl gave

If I add one more phrase, e€.g., a time adverb, then some phrase or the
other must be 1n the background or the vP Phase, and thus, here are

some of the possibilities:

(21) ¢) *[1op Shojibke-to [1p Sumon [T, go tokal [gop OI bo1Ta g, diechilo
p p

[vp t [vp tttt ]]]]1]
Shojib-dat Sumon vesterday THAT book-cl gave
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d) [1op Shojibke-to [tp Sumon [gop OI bo1Ta [go” diechilo [p t
Shajib-dat Sumon THAT book-cl gave
[ve tt go’tokal  t]]]]]

yesterday

€) [Top-ext 0 tokal-to [1p Sumon [geep Ol bo1Ta [g, diechilo
yesterday -top Sumon THAT book-cl gave

[vp t [W Shojibke t t t []]]]]

Shojib-dat
(21¢) 1s ungrammatical because all the phrases are 1n the presupposed
part, with the ttime adverb in Top-int position. (21d) and (21e) are
acceptable because some phrase 1s 1n the vP phase, 1in the background. It
can be tested that the hierarchy of phrases in the Topic field 1s flexible,
and 1s not ngidly fixed, unless the verb has a Completive aspect. If the
verb has Completive aspect, firstly, all the phrases can be in the
presupposed part, with the background empty. Secondly, the order of
phrases 1s fixed now. In the following, there are three phrases in the
Top-int positions, all arranged in strict hierarchy, and there 1s none 1n
the vP phase.
(21) 1) [1p Sumon-to [ropint I Shojibke [rop-int 2 gotOKal [1opint 3 O1Ta

Sumon-top Shajib-dat yesterday that book-cl

Focp [Foe DIE DIECHILO [ypt [yptttt []]]]]

:FDCP :FDG’ GAVEAWAY[vP t [VP tttt ]]]]]]
“Sumon, to Shpjib, yesterday, that book GAVE AWAY .’
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These are some mquiring facts about Bengali word order can only be
clarified 1n terms of how an ‘event’ 1s analyzed. A tentative presumption
1s that a completive aspect has by now described an event to the last bat,
and so the relative hierarchy amongst the phrases in terms of their
topicality has already been defined, and 1s thus i1nviolable, as 1n (211),
where the focus can only be on the verb. In contrast, in (21d) and (21e),
the verb does not have a completive aspect. The event 1s defined as 1t 1s
described by the word order hierarchy presented in these clauses
(representing the speaker's perspective). Hence, the order 1s relatively
free. The fact that some phrase or the other must remain in the
background or the non-presupposed part only confirms the fact that in
case of ‘non-completive’ aspect, the event 1s not totally defined. It 1s
defined only when all the phrases are 1n the “presupposed part™ of the
clause, as i (211). I understand that there hasn’t been any discussion

along these lines 1n the literature. As I present more data, it will become

clearer that there 1s imndeed a semantic division of the clause along the
lines suggested above. This division has sufficient ‘syntactic effects’ to
suggest that 1t 1s not a separate level of interface, but 1s very much part

of the narrow syntax.

5.4.2 Object shift
I have already observed that, when the aspect of the verb 1s 'non-completive'

and which 1s the most frequent case, apart from for certain constraints, viz.5
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(22) a) Having the Focused phrase 1n SpecFoc and verb in Foc head
b) Having some phrase or the other in the vP Phase (non-

presupposed)

The word order 1s more or less free. It 1s verified by the way Topical

hierarchy 1s perceived by the Speaker.

The 1dentical rule applies to the DO, as to any other argument or adjunct
in the clause. Thus, a DO, whether definite, specitic or indefinite, that 1s,
irrespective of 1t’s type, can either be 1n the vP Phase, in-situ, when 1t
would be ‘non-presupposed’, or 1n SpecFoc, or 1n the Topic field, Top-
ext or Top-int. That way, even an indefinite can be in Top-ext, where 1t
would be a ‘presupposed’ indefinite—one which has taken place in the

discourse before.

5.4.2.1 Position of an Indefinite

I demonstrate below, that DOs 1 Bengali can only be 1n Spec Top, or
Specloc, or mn-situ in the vP Phase. In the following, I explain that for
indefinites:

(A) AN INDEFINITE IN SPEC TOPIC

(23) [Top.ext Ekta kono chobi [rpSumon [peep SHOJIB-Ke [ro.” diechilo [yt

some movie (presupp indet) Sumon SHOJIB-dat gave

[vp t t go’tokal t []]]]].

yesterday Presupp indef
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For the NP 1n the topic position to have an indefinite interpretation, the
focus must be information focus and not one of BINARY focus. That 1s,
the speciticity etfect I studied earlier extends to the topic position. The
focus type not only influences the subject in Spec TP, it affects the
Topic phrase too. This indicates that the following agreement relation
holds amongst all the heads 1n the Top-field.

(24) Top—1—(lop)—Foc

should all agree vis-a-vis their set theoretic or quantificational property.

If focus 1s BINARY, all the heads 1n the Top-field should be part of a
presupposed set. In other words, they should be quantificational. And 1t
focus 1s mformation focus, then topics simply need to be “presupposed’

without being quantificational.

(B) AN INDEFINITE IN SPEC FOC:

In the following, the focus (any type) 1s on the N-head chobi "movie" of

the indefinite.

(25) a) [tp Sumon [r..p EkTa chobi [g,.” dieche [,p t [yvp Shojibke t t |]]]]

Sumon one-cl MOVIE given Shojib-dat
“Sumon has given a MOVIE to Shajib.”

In the following, the Focus 1s on the numeral of the indefinite.
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(25) b) [rp[Sumon|py,p Sudhu EKTAI khelna [y~ dieche [p t [vp Shojibke t t]]]]

Sumon  only ONE-cl-foctoy given Shojib-dat

(C) AN INDEFINITE IN THE BACKGROUND OR IN-SI'TU:

(26) [1p Sumon-to [r,cp SHOJIBKE [r,.” diechilo [p t [t kichu bo1 t |]]]]
Sumon-top  SHOJIB-dat gave some books
(non-presupp indet)

It 1s essential to note that, for the “non-presupposed indefinite’ to be able
to take place in the vP phase in-situ, the focus 1n the clause must be
‘Information Focus’. If the focus 1s contrastive, the indefinite can only
occur i SpeclFoc, itself, carrying the contrastive focus feature. A
contrastive focus does not allow an indefinite DO anywhere eise 1n the
clause, except in SpecFoc. This 1s a surprising result. How come focus
type 1s affecting the Interpretation of the DO 1n-situ, when 1t doesn't, 1f
the subject 1s m-situ? The subject 1n Spec vP can be an indefinite, but
the DO 1n-situ cannot, under Contrastive Focus. Why? This 1s a very

fine semantics. I have the following explanation to offer.

The specificity effect enforced on the indefinite 1in-situ (under
contrastive focus) 1n (26) will not be due to a D-linked set, but will be
due to an mmplicit set linked to the subject Sumon. A phrase in the

'background’ cannot be 'presupposed’ or D-linked according to our
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theory. Thus, the set associated with the specific indefinite 1n (26)
cannot come from discourse. It can come from a ‘possessor’ set in the
Spec of the indefinite, anaphoric with the subject Sumon. Thus kichu boi
‘'some books’ 1n (26) (under contrastive focus) 1s to be interpreted as:
(26) (Sumober) kichu bo1
‘(Sumon’s) some books’

Here Sumoner 'Sumon's' 1s phonologically non-overt.

5.5 Conclusion

In this chapter, it has been systematically observed how focus 1s the
‘driving force’ of Bengali Syntax. The clause structure of Bengali 1s
more like a ‘discourse structure’, which 1s surprisingly, part of the
computational system of Bengali. The word order and scope effects are
thus the corollaries of the semantic partition of the clause structure that I

have proposed.
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This dissertation thus far has dealt with the syntax-information structure
interface as it pertains to theoretical 1ssues regarding tocus constructions
in Bengali. Within, I have examined the syntactic issues related to
preverbal subjects and clausal word order on a theoretical level, and have
sought to inform the 1ssues and debate by examining Bengali.
Sociolinguistic 1ssues have also been noted. I have discussed and
established the notions related to information structure in developing a
quantitative data-gathering methodology, and have detailed this
methodology. This methodology was counterbalanced and supplemented
by qualitative data gathering. I have presented the results that I gathered
using this methodology and I have described how the variety of
experimental data that I gathered for Bengali informs this i1ssue. I have
discussed the implications that these experimental data have for analyses
and proposals related to the interface between syntax and mmformation

structure (Lopez, 2009).

Prior to concluding this dissertation, I would like to return to the research
queries that guided this dissertation and, to the best of my ability,
provide answers for these questions. As discussed in Chapter 4,
according to the data gathered in this dissertation, the preferred word
order for 1s SOV. For a subset of the data, discourse subordination
contexts with a discourse-old object, OclVS was also rated very highly —
much higher than OclISV. As I saw in Chapter 5, Bengali allows a

Clause-internal Focus position between TP and vP. A Focused phrase
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must move overtly to SpecFoc. The subject in Spec TP 1s required to be
'‘presupposed’, the subject in Spec vP 1s ‘not presupposed’. The EPP
feature of ‘1" 1n Bengali 1s the feature [+N, +presupposed]|. The reason
1s, only presupposed NPs can be licensed in Spec TP. The non-overt
‘Expl(etive) pro” that I assume 1s merged 1n Spec TP when there 1s no

subject in Spec TP, will have a feature [+N, +presupposed].

Moreover 1 saw, however, the syntactic analysis of a language like
Bengali must take into account the clitic pronoun system. The data
examined 1 Chapter 5 also suggest the existence of additional left-
peripheral architecture to which preverbal constituents are attracted when
a clitic 1s present. I have pomted out, however, that there are
complications related to motivating such movement within current

Mimimalist assumptions.

Finally, 1t 1s worth to state that further researches 1n this specific field of

study will be able to discover many 1ssues related to the syntax-

information structure interface ot Bengali.
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PARTICIPANT’S PROFILE DETERMINING QUESTIONERS
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TASK 1 & TASK 2

Both have been illustrated in Chapter Three.

TASK 3
RECORDED FIELD INTERVIEW

Interview A: Questions for young people
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Interview B: Questions for older people
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