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Abstract
Recently, ab initio molecular dynamics simulation has been an effective tool to

study different physical properties of condensed matters. Simulation using the Kohn-

Sham orbitals is much accurate in principle, but it demands very long computational

time. As a consequence, it limits the number of particles (just few hundreds) in a

periodic cell. This limitation may be largely overcome by employing the orbital free

ab initio molecular dynamics (OF-AIMD) simulation method. This method is based

on the Hohenberg-Khon version of the Density Functional Theory (DFT). Here the

exchange and correlation functions are treated by the local density approximation

(LDA). Specefically, in the present work we have studied some static and dynamic

properties of NaK liquid metallic binary alloys. The static properties involve the static

structure factors, isothermal compressibility, partial coordination number etc. The

dynamic properties studied are dynamic structure factors, shear viscosity, diffusion

coefficients, and velocity of sound. Static and dynamic properties calculated from

the OF-AIMD simulation data are found to be good in agreement with the available

experimental and other simulation data.
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Chapter 1

Introduction

Now a days, there are three wide research fields in Physics. These fields are (i) the

particle and high energy physics (ii) Cosmology and (iii) condensed matter physics

and Non-Linear Physics. Field (i) deals with very tiny things, (ii) is associated with

very big things and the third one deals with very complicated microscopic features

of the surface and bulk systems. The topics of the present thesis covered part of

the third field where alloys of liquid metals are investigated through studying several

static and dynamic properties by deploying orbital free ab-initio molecular dynamic

(OF-AIMD) simulation technique. OF-AIMD is a special case of general density func-

tional theory (DFT) [1–3], where orbitals are approximated by taking local density

approximation (LDA). Study of liquid systems poses difficulties due to the unavail-

ability of perfect theoretical models as it is exist for the ideal gas or the harmonic

solids at low temperature. Although, many theoretical models have been developed

to explain different features of liquid systems having diverse nature. For instance, one

can recall the quasi-lattice model [4], and the perturbative models [5]. In the former

1
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Chapter 1: Introduction 2

one similarity between physical behaviours of liquids and solids are exploited, and in

the latter model perturbation to a reference system is employed in a similar fashion

as in other fields.

THEORY SIMULATION

Comparison

Proof of theories Proof of models

Real LiquidsModels

Theoretical

Predictions

Simulation

Results

Experimental

Results

Comparison

EXPERIMENTS

Figure 1.1: Connection among theory, experiment and simulation [6].

An approach to study physical properties of liquid systems that is different from

the theory and the experiment is the simulation technique, in particular, the Molec-

ular Dynamics (MD) simulation method. The MD simulation technique is, in fact,

an extremely effective tool for the investigation of physical behaviour of the macro-

scopic systems of different dimensions. On the other hand, MD simulation allows

to test the reliability of various theoretical models and also yields information which

are difficult or impossible to gather experimentally. The computational power thus
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Chapter 1: Introduction 3

enable us to perform complex calculations in order to solve equation of motion for a

group of molecules keeping full control over the ambient conditions (external fields,

pressure etc). More specifically, metals in the liquid state form a good sample to

perform simulation in a precise way to obtain exact results without going to any

approximation.

The first Molecular Dynamics (MD) study goes back to Alder and Wainwright.

The solid-liquid phase transitions of a system of molecules interacting via a hard-

spheres potential

v(r) =



















∞ r ≤ a

0 r > a.

(1.1)

are studied by them in 1957 [7]. In equation (1.1) a denotes the hard sphere (HS)

diameter. Two years latter Alder and Wainwright discuss in detail about the purpose,

methodology, applications and limitations of MD simulation method [8]. Rahman in

an article in 1964 presented results of MD simulation with 864 atoms in a sample at

94.4 K and material density of ρ=1.374 g.cm−3 [9]. Here, the inter-ionic interaction

was described by the Lennard-Jones (LJ) potential [10]:

v(r) = 4 ∈
[

(σ

r

)12

−
(σ

r

)6
]

. (1.2)

The MD simulation data enabled him (Rahman) to evaluate different correlation

functions that are microscopic in nature. For this seminal work and his productive

career, in general, Rahman emerged as one of the pioneers for the study of physical

problem employing simulation methods. Many codes developed by him are still be-

ing used now a days. Following the work of Rahman, Verlet performed simulations

to calculate different structural [11], thermodynamic [12], and dynamic properties.
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Chapter 1: Introduction 4

Verlet’s work improved some technical aspects of MD simulation like algorithm for

calculating coordinates and velocities, this algorithm has been established now and

is known as the Verlets algorithm. An excellent review on the work done in 1970s is

also there [13].

In 1970s computer simulation techniques were widely used by the physicists and

chemists. At that time a question arose whether simulation fits in experimentation

or in the theory. It is true that, the simulated system is not real but mimics the

real system as far as time evaluation is concerned. On the other hand, simulations

are prepared just like an experiment, both generates data after the run and these are

finally analyzed to describe physical or chemical properties of the sample. From this

point of view there is a similarity between simulation and experimentation. Theory,

on the other hand, adopts other path based on mathematical formulae, reduction-ism

and prediction of new phenomena. From these points of view simulation share several

points with the theory. Therefore, the computer simulation forms a field of its own

and plays a fundamental role in connecting both the theory and experiment, this is

illustrated in figure 2.1.

The computer simulation method got a giant step forward in 1980s when the

electronic states are explicitly entered in to the calculation. Before that the N -body

inter-ionic interactions where modeled by effective pair potentials where the existing

parameters were adjusted fitting the experimental data. Following the first simula-

tion work performed by Rahman and Verlet (where the LJ pair potential was used

for argon) recently much more sophisticated potential models are being developed

in order to study different complicated systems. For instance, potential model to
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Chapter 1: Introduction 5

describe interaction in water [14], in liquid metals [15], and in proteins [16], can be

noted. Despite the success of the simulation methods namely the Classical Molecular

Dynamics (CMD) some limitations still remains in the case of transfer-ability of the

pair potentials. This limitation impeded to have a precise general description of the

systems that can reproduce the experimental data.

The most remarkable event in the development of the simulation technique is the

work of Car and Parrinello [17] in which they successfully introduced electrons in

the simulation. As a result a new class of simulation methods is generated that are

known as the ab-initio Molecular Dynamics (AIMD) or the first principles molecular

dynamics. In AIMD the forces acting on the molecules were obtained from the elec-

tronic energy through the Hellmann-Feynmann theorem. Inter-ionic interactions are,

therefore, handled at a much more fundamental level than the CMD. The complex

phenomena such as formation of electronic bonds [18], distortion and polarization in

water molecules have automatically emerged from the AIMD simulation. The ab-

initio methods, on the other hand, are much more cumbersome and computationally

expensive.

An ab-initio calculation gives the absolute energy of a system of fixed ionic con-

figuration and moving electrons. The major disadvantage of the ab-initio methods

is the demands on heavy computational power. The fundamental concept of AIMD

techniqe is to solve the Schrödinger wave equation (SE). The resulting solutions then

describe the quantum mechanical state, namely the ground state energy from which

forces on the ions and other physical properties (structural and dynamic) of the sys-

tem are obtained. Practically, the SE can not be analytically solved for systems
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Chapter 1: Introduction 6

containing more than one electron. For this reason, different approximation methods

have been introduced in the theory and, over the years these are evolved up to the

level of satisfaction. All these methods have their own merits and demerits. These ap-

proximation methods are often classified into two groups; namely the wave mechanics

based approach [19] and the density functional based approach [20].

In the present work, a method based on the density functional theory (DFT)

within the framework of Hohenberg and Kohn theory [1] is applied to investigate

the bulk properties of liquid simple metals alloys. The DFT is the most convenient

technique to solve the SE for the ground state energy of a system. This is because

the DFT method is capable of dealing with systems consisting of hundreds or even

more atoms. Whereas, for coupled cluster and other wave mechanics based methods

the cost of computation enhances severely with the increasing size of the system. One

faces gridlock just for working with a few tens of particles using the largest super-

computers and most efficient algorithms. Definitely the DFT has already occupied

the position of the most attractive ab-initio method recently for the simulations of

the condensed matter. The DFT can be categorized into either orbital based or or-

bital free method. Explicit density dependent total energy functional of the DFT as

proposed by Hohenberg and Kohn [1] is known as the orbital free DFT (OF-DFT).

When the kinetic energy (KE) functional, Ts[{ψi}], and all other terms including the

exchange and correlation (XC), Exc[ρ(r)], depend implicitly on the orbitals in the to-

tal energy functional, this method is named as the Kohn and Sham DFT (KS-DFT)

or orbital based DFT [2]. The KS-DFT method is time consuming and only been

used for systems of small size (up to ≈ 100 particles), whereas OF-DFT can handle
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a system having hundreds or thousands or even more particles without considerable

time consumption. By construction the OF-DFT technique is less accurate than the

KS-DFT because the former method does not take care of actual orbitals. But, in

practice, to mimic a real system closely one should put particles, as more as possible,

in the periodic cell. From this point of view the OF-AIMD method is favourable. We

have employed OF-DFT in this study for a binary system. Here, 2000 particles are

taken in a cell. The accuracy [21] level of our calculations is found to be comparable

to that of the KS-DFT.

As the new generation of computers and relevant algorithms has been developed

the OF-AIMD methods are being incorporated into the field of scientific research and,

now, it has been a very powerful tool to study the behaviour of different physical

properties [22, 23]. Liquid metal is a good example of systems that expose itself for

the basic research and industrial applications. Research in liquid metals and their

alloys has enhanced in recent years because their various applications in diverse fields

such as in fusion energy, for tumor therapy, medicine, nerve connections and bone

disease repair [24]; for low dimension electronic circuits; nanoelectronics, and soft

robotics, for wearable technology [25].

Fusion energy production could meet the current energy crisis without any hazard

and environmental challenges being faced by humankind today. This is why, many

different research projects are now focused in inventing proper technology to main-

tain high temperature plasma without burning the machinery containing it. Metals

in liquid phase are having a promising plasma facing component, because, their prop-

erties will remain unchanged by the displacement of atoms due to their collisions
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Chapter 1: Introduction 8

with particles escaping from plasma. Additionally, liquid metals can withstand high

temperature inside the fusion reactor. In this regard, the most promising materials

are being sodium (Na) and potassium (K). Several experiments have already been

performed to study their effectiveness at high temperatures. The computer simula-

tions would be, however, of great help in understanding different physical properties

at different thermodynamic and environmental situations.

Solids, liquids and gases are categorized as having various states of matter [26], be-

cause each of them organizes their atoms and molecules differently. While molecules

in a gas move freely, those in a solid are closely packed. Condensed substance is

referred to as a liquid [27, 28]. Although its symmetry is more like that of a gas, its

density is comparable to that of the solid phase. Many properties of liquids, such as

specific heat [29], are comparable to those of solids at similar temperatures, although

they are typically far more challenging to calculate than those of solid states or gases.

For instance, near the melting point, the specific heat of sodium (Na) at constant

volume CV is remarkably similar to the specific heat of the monoatomic solid 3NkB.

This is remarkable because transverse vibrational modes, which are accountable for

a specific heat contribution, cannot exist in a perfect fluid. We get liquid metal alloy

when we combine the atoms of two or more elemental liquid metals. Liquid alloys

are significant from a metallurgical perspective because many solid binary alloys are

initially created by cooling from a liquid alloy. This is crucial for understanding the

energetics involved in the production of solid alloys. The stability of metallic glasses

which are metastable amorphous systems created by fast quenching liquid alloys of

favourable composition, may also be better understood with knowledge of liquid al-
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Chapter 1: Introduction 9

loys. Additionally, liquid alloys are important in astrophysics and geophysics. White

dwarfs may have even more unusual, quasi-metallic components. The innards of

planets may contain a liquid mixture of metallic hydrogen and helium. For advanced

bearing materials, alloys with a miscibility gap in the liquid state are very intrigu-

ing. Liquid alloys are widely used in many fields of science and engineering, which

increases the importance of their geochemical characteristics. Numerous theoretical

and experimental research [7-9] have been done on the wetting and other surface

characteristics of alloys. The multicomponent alloys [10] are an emerging field of

research.

Here the results of an OF-AIMD simulation study for the static and dynamic

properties of NaxK1−x liquid binary alloy at a temperature near its melting point

are reported. We have performed simulation for liquid NaxK1−x alloys at concentra-

tions, xNa = 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8 and 0.9. Our simulated results seem

to be promising in comparison to available scientific literature both theoretical and

experimental ones.

This thesis is organized as follows. Chapter 2 presents the general features of

alkali metals. The computational method is described in Chapter 3. Chapter 4 and 5

present the density functional theory and liquid state theory, respectively. Chapter 6

include all the results obtained from our calculation. Finally, conclusions are drawn

in chapter 7.



Chapter 2

General Features of the Alkali Metals

2.1 Periodic Alkali Metal Trends

Alkali metals are treated as simple metals due to their particular electronic struc-

ture. As their metallic behaviour in the liquid phase remains almost same they are

called simple liquid metals. This feature of liquid alkali metals these attracted more

attention of the physicists and chemists, and that led a large number of theoretical,

experimental and computational studies available in the literature. On the contrary,

their neighbour, liquid rare earth metals received much less attention in terms of

availability in the literature. It is, however, worth noting that properties of alkali

metals in the solid state specifically the phase diagram as a function of pressure and

temperature are investigated both theoretically and experimentally. Some interesting

phenomena also emerged from these studies.

Though a lot of experimental information is available for liquid alkali metals, there

is scarcity of experimental information for the liquid alkali metallic alloys. This lack-

10
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ing implicitly restricted dedications from the theoretical point of view. In order to

gain more information and to understand clearly the structural and dynamic prop-

erties of liquid alkali metals alloy we have undertaken this project to study them

through the molecular dynamics simulation (MD) method, near their melting points.

Some salient features of alkali metals are:

• Soft, Shiny and Silvery.

• high reactivity at standard pressure and temperature.

• rapidly give up their outermost electron to create cations with a positive charge.

Due to the softness of alkali metals they can be cut into pieces just by a plastic knife.

Shiny surface of them vanishes rapidly in the air because of oxidation. Alkali metals

are therefore preserved under oil so that reaction with atmospheric air do not occur.

Alkali metals in the periodic table lie in group 1, (excluding H). Alkali metals react

with normal H2O, but reaction of the latter is stronger than the former ones.

Lithium, sodium, potassium, rubidium, cesium, and francium alkali metals make

up group 1 (1A) of the periodic table and are considered to be alkali metals. Due to

the fact that their outermost electron is in an s-orbital, they belong to the s-block

group of elements, which are located on the left side of the periodic table. The reason

the alkali metals have that name is because they react with water to produce alkali’s,

which are powerful bases that may counteract acids. Sodium and potassium make

up 2.6% and 2.4% of the crust of the Earth, making them the sixth and seventh

most prevalent elements. The other alkali metals, cesium, lithium, and rubidium,

which make up 0.03, 0.007, and 0.0007 percent of the Earth’s crust, respectively, are
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far rarer. The periodic table’s group trends in attributes are best illustrated by the

alkali metals, which contain elements that share many characteristics. For instance,

all recognized alkali elements are displayed as you move down the table:

• expanding the atomic radius,

• the electronegativity is diminishing,

• expanding reactivity,

• melting and boiling points falling.

Moving down the periodic table generally causes their densities to increase, with the

exception of potassium, which has a density that is lower than sodium. Alkali metals

are only found as compounds and are particularly reactive. They are unit valence

electropositive metals.

2.2 Alkali Metal Electronic Configurations

(i). In the valence shell of an alkali metal, there is just one electron.

(ii). ns1 specifies the electronic configuration. As an illustration, the electronic con-

figuration of sodium is 1s2, 2s2, and 3s1.

(iii). They frequently lose the outer shell electron to produce positively charged

cations (monovalent ions).

(iv). As a result, they are the most electropositive elements. For the same reason,

they are also the least pure elements.



C
h
a
p
ter

2
:
G

en
era

l
F
ea

tu
res

o
f
th

e
A

lka
li

M
eta

ls
13

Table 2.1: Position of simple, less simple and transition metals in the periodic table and their electronic configurations.

71

103

70

102

69

101

68

100

67

99

66

98

65

97

64

96

63

95

62

94

61

93

60

92

59

91

58

90

[Xe]4f 
2
5d

0
6s2

Ce

[Rn]5f 
0
6d

2
7s2

Th

[Rn]5f 
2
6d

1
7s2

Pa

[Rn]5f 
3
6d

1
7s2

U

[Rn]5f 
4
6d

1
7s2

Np

[Rn]5f 
6
6d

0
7s2

Pu

[Rn]5f 
7
6d

0
7s2

Am

[Rn]5f 
7
6d

1
7s2

Cm

[Rn]5f 
8
6d

1
7s2

Bk

[Rn]5f 
10

6d
0
7s2

Cf 

[Rn]5f 
11

6d
0
7s2

Es

[Rn]5f 
12

6d
0
7s2

Fm

[Rn]5f 
13

6d
0
7s2

Md

[Rn]5f 
14

6d
0
7s2

No

[Rn]5f 
14

6d
1
7s2

Lr

[Xe]4f 
3
5d

0
6s2

Pr

[Xe]4f 
4
5d

0
6s2

Nd

[Xe]4f 
5
5d

0
6s2

Pm

[Xe]4f 
6
5d

0
6s2

Sm

[Xe]4f 
7
5d

0
6s2

Eu

[Xe]4f 
7
5d

1
6s2

Gd

[Xe]4f 
9
5d

0
6s2

Tb

[Xe]4f 
10

5d
0
6s2

Dy

[Xe]4f 
11

5d
0
6s2

Ho

[Xe]4f 
12

5d
0
6s2

Er

[Xe]4f 
13

5d
0
6s2

Tm

[Xe]4f 
14

5d
0
6s2

Yb

[Xe]4f 
14

5d
1
6s2

Lu

140.12

3,4

140.9077

3,4

232.0381

4

231.0359

5,4

144.24

3

(145)

3

238.029

6,5,4,3

237.0482

6,5,4,3

150.4

3,2

151.96

3,2

(244)

6,5,4,3

(243)

6,5,4,3

157.25

3

158.9254

3,4

(247)

3

(247)

4,3

162.50

3

164.9304

3

(251)

3

(252)

-

167.26

3

168.9342

3,2

(257)

-

(258)

-

173.04

3,2

174.967

3

(259)

-

(260)

-

Actinides

Lanthanides

[Xe]4f
14

5d
10

6s2 p6

Rn

36

54

86

2

10

18

He

1s2

[Ne]3s
2
p6

Ar

1s22s
2
p6

Ne

[Kr]4d
10

5s
2
p6

Xe

[Ar]3d
10

4s
2
p6

Kr

83.83

131.30

20.179

4.00260

39.948

(222)

35

53

85

9

17

[Ne]3s
2
p5

Cl

1s22s
2
p5

F

[Kr]4d
10

5s
2
p5

I

[Ar]3d
10

4s
2
p5

Br

[Xe]4f
14

5d
10

6s2 p5

At

79.904

1,5

126.9045

1,5,7

18.998403

-1

35.453

1,3,5,7

(210)

1,3,5,7+-

+-

+-

+-

34

52

84

8

16

[Ne]3s
2
p4

S

1s22s
2
p4

O

[Kr]4d
10

5s
2
p4

Te

[Ar]3d
10

4s
2
p4

Se

[Xe]4f
14

5d
10

6s2 p4

Po

78.96

-2,4,6

127.60

-2,4,6

(209)

4,2

15.9994

-2

32.06

2,4,6+-

33

51

83

7

15

[Ne]3s
2
p3

P

1s22s
2
p3

N

[Kr]4d
10

5s
2
p3

Sb

[Ar]3d
10

4s
2
p3

As

[Xe]4f
14

5d
10

6s2 p3

Bi

74.9216

3,5

121.75

3,5

208.9804

3,5

14.0067

3,5,4,2

30.97376

3,5,4

+-

+-

+-

+-

32

50

82

6

14

[Ne]3s
2
p2

Si

1s22s
2
p2

C

[Kr]4d
10

5s
2
p2

Sn

[Ar]3d
10

4s
2
p2

Ge

[Xe]4f
14

5d
10

6s2 p2

Pb

72.59

4

118.69

4,2

207.2

4,2

12.011

4,2

28.0855

4

+-

31

49

81

5

13

[Ne]3s
2
p1

Al

1s22s
2
p1

B

[Xe]4f
14

5d
10

6s2 p1

[Rn]5f
14

6d
10

7s2 p1

[Ar]3d
10

4s
2
p1

Ga

[Kr]4d
10

5s
2
p1

In

Tl

113

Uut

(282)

69.72

3

114.82

3

204.37

3,1

10.81

3

26.98154

3

IIIB IVB VB VIB VIIB

VIII

IIIA IVA VA VIA VIIA VIIIA IB IIB
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30

48

80

[Ar]3d
10

4s2

[Kr]4d
10

5s2

[Xe]4f 
14

5d
10

6s2

Zn

Cd

Hg

112

[Rn]5f 
14

6d
10

7s2

Uub

(277)

65.38

2

112.41

2

200.59

2,1

29

47

79

[Ar]3d
10

4s1

[Kr]4d
10

5s1

[Xe]4f 
14

5d
10

6s1

Cu

Ag

Au

111

[Rn]5f 
14

6d
10

7s1

Rg

(272)

63.546

2,1

107.868

1

196.9665

3,1

28

46

78

[Ar]3d
8
4s2

[Kr]4d
10

5s0

[Xe]4f 
14

5d
9
6s1

Ni

Pd

Pt

110

[Rn]5f 
14

6d
9
6s1

Ds

(269)

58.70

2,3

106.4

2,4

195.09

2,4

27

45

77

[Ar]3d
7
4s2

[Kr]4d
8
5s1

[Xe]4f 
14

5d
7
6s2

Co

Rh

Ir

109

[Rn]5f 
14

6d
7
7s2

Mt

(266)

58.9332

2,3

102.9055

2,3,4

192.22

2,3,4,6

26

44

76

[Ar]3d
6
4s2

[Kr]4d
7
5s1

[Xe]4f 
14

5d
6
6s2

Fe

Ru

Os

108

[Rn]5f 
14

6d
6
7s2

Hs

(265)

55.847

2,3

101.07

2,3,4,6,8

190.2

2,3,4,6,8

25

43

75

[Ar]3d
5
4s2

[Kr]4d
5
5s2

[Xe]4f 
14

5d
5
6s2

Mn

Tc

Re

107

[Rn]5f 
14

6d
5
7s2

Bh

(262)

54.9380

7,6,4,2,3

(98)

7

186.207

7,6,4,2,-1

24

42

74

[Ar]3d
5
4s1

[Kr]4d
5
5s1

[Xe]4f 
14

5d
4
6s2

Cr

Mo

W

106

[Rn]5f 
14

6d
4
7s2

Sg

(263)

51.996

6,3,2

95.94

6,5,4,3,2

183.85

6,5,4,3,2

23

41

73

[Ar]3d
3
4s2

[Kr]4d
4
5s2

[Xe]4f 
14

5d
3
6s2

V

Nb

Ta

105

[Rn]5f 
14

6d
3
7s2

Db

(262)

50.9415

5,4,3,2

92.9064

5,3

180.9479

5

22

40

72

[Ar]3d
2
4s2

[Kr]4d
2
5s2

[Xe]4f 
14

5d
2
6s2

Ti

Zr

Hf 

47.90

4,3

91.22

4

178.49

4

104

[Rn]5f 
14

6d
2
7s2

Rf

(261)

21

39

57

89

[Ar]3d
1
4s2

[Kr]4d
1
5s2

[Xe]5d
1
6s2

[Rn]6d
1
7s2

Sc

Y

La

Ac

44.9559

3

88.9059

3

138.9055

3

227.0278

3
88

56

38

20

12

4

1s22s2

[Ne]3s2

[Ar]4s2

[Kr]5s2

[Xe]6s2

[Rn]7s2

Be

Ca

Sr

Ba

Ra

Mg

9.01218

2

24.305

2

40.08

2

87.62

2

137.33

2

226.0254

2

H

1s1

1

3

11

19

37

55

87

1s22s1

[Ne]3s1

[Ar]4s1

[Kr]5s1

[Xe]6s1

[Rn]7s1

Li

K

Rb

Cs

Fr

Na

1.0079

1

6.941

1

22.98977

1

39.0983

1

85.4678

1

132.9054

1

(223)

1

GROUP

IA

IIA

77

Ir

192.22

2,3,4,6

Atomic 

Number

Symbol

Electron

Configuration

Atomic

Weight

Oxidation

States

[Xe]4f 
14

5d
7
6s2

Crystal

Structure

Cubic

Cubic, face centered

Cubic, body centered

Hexagonal

Orthorhombic

Tetragonal

Rhombohedral

Monoclinic
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2.3 Sodium

The soft, silvery metal sodium interacts strongly with water and tarnishes quickly

in the presence of air. The Earth’s crust, contains 2.6%, the sea water contain 15%

of sodium, it is the fourth most prevalent element. The name is taken from the

English word soda, which is used to describe a variety of sodium compounds, including

baking soda, washing soda, and sodium hydroxide (caustic soda). The symbol "Na"

originates from the latin word natrium. It may be collected from saltwater and is

present in the minerals trona (sodium carbonate) and halite (rock salt, or sodium

chloride, NaCl). About 60% of the salt collected from these sources is turn into

sodium carbonate, sodium hydroxide, another 20% is utilized as a preservative and

flavoring agent in the food sector; the other 20% is used for other purposes, such as de-

icing roadways. As it reacts with the moisture in the air to generate metallic sodium,

sodium hydroxide it is typically kept in the mineral oil or another hydrocarbon.

Yellow light is produced when sodium atoms are energetically excited; the highest

emissions are known as "sodium D-lines" wavelengths of which are 589.0 and 589.6

nm (including the sun). Street lighting using sodium vapor also use sodium. Sodium

ions in human body control blood pressure and osmotic pressure, while sodium and

potassium ions jointly play a significant role in nerve impulse transmission. Table

salt, or sodium chloride, is one of the most significant substances. Commercially

produced sodium chloride is either extracted from the earth as halite, from deposits

left behind by long-defunct seabeds, or as a byproduct of the evaporation of seawater.

In a device known as a Downs Cell, sodium chloride is electrolyzed to create metallic

sodium and chlorine gas. The structure of the cell is intended to keep the sodium
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and chlorine distinct as they are formed. Since ancient times, people have utilized

sodium carbonate, also known as soda ash or sodium bicarbonate, to make glass,

paper, detergents, and soda (which helps remove highly charged cations like calcium

and magnesium from the hard water). Strong base sodium hydroxide, commonly

known as caustic soda or lye, is used to make detergents and drain cleaners. It does

this by degrading triglycerides, which are oils and fats like lard, vegetable oils, olive

oil, etc. to create carboxylate salts, which are the building blocks of soap. Baking

soda’s major component, sodium bicarbonate, or NaHCO3, commonly referred to as

sodium hydrogen carbonate, is used to leaven bread and other baked goods.

In fast neutron reactors, sodium is a well-known Heat Transfer Fluid (HTF). Its

melting and boiling points are 97.8 and 881.4 degrees Celsius, respectively. It is

a good HTF because of its strong thermal conductivity and moderately high heat

capacity, although it is very reactive with water. The United States of America

started developing liquid metal fast breeder reactors in the 1950s of the previous

century (LMFBR). Because of its excellent heat transmission and nuclear properties,

sodium was chosen as the coolant [30].

2.4 Potassium

Potassium is a soft, silvery metal but tarnishes rapidly in atmospheric air and interacts

quite violently with water. Its name comes from the English word "potash", which

stands for potassium carbonate, a substance that is present in large quantities in wood

ashes. The letter "K" is taken from the Latin word, kalium. In the Earth’s crust,

potassium is 4th most common element. The three primary potassium-containing
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ores are sylvite (potassium chloride, carnallite and alunite).

Potassium is crucial for plant health and is widely used in producing fertilizers. In

human body, potassium plays a crucial part in the contraction of muscular tissue, and

the mobility of Na and K ions in nerve cells plays a significant role in the transmission

of nerve impulses. Potassium salts are utilized in fireworks because they light a

purple color when heated. Potassium is typically kept beneath mineral oil or another

hydrocarbon as in the case of Na. Like sodium, it can also oxidize in dry air to form

potassium superoxide, KO2.

Potassium reacts chemically with water to form potassium hydroxide and hydro-

gen as the end products. This reaction generates a lot of heat energy, which frequently

ignites the hydrogen gas that is created. Potassium-40, is radioactive and makes up

0.0117% of the total amount of K in the planet and its half-life is 1.25 billion years. By

comparing the ratio of potassium-40 to argon-40 in rocks, one can estimate a rock’s

age. It goes through electron capture to make argon-40 (potassium-argon dating).

All potassium sources contain trace levels of potassium-40, and in the human body

about, 170,000 atoms of potassium-40 decay each second. Along with the decays of

thorium and uranium, the energy generated by the potassium-40 decay contributes

to the heat that exists inside the Earth.

Numerous potassium compounds are often utilized. Potassium chloride, also

known as KCl, is a salt replacement that is combined with sodium chloride to en-

hance flavor and a component of fertilizers. It is also used in large quantities in fatal

injections to hasten cardiac arrest and death. Glass is made using potassium carbon-

ate, or potash, commonly known as K2CO3. Making soaps and detergents requires
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the use of potassium hydroxide, sometimes referred to as caustic potash or KOH. A

strong oxidizer and component of gunpowder, potassium nitrate, usually known as

saltpeter, is used in fireworks and match heads. In order to manufacture oxygen for re

breathers and other breathing apparatus, potassium superoxide, also known as KO2,

combines with CO2 to form potassium carbonate and O2 gas; it is also used in mines,

submarines, and spacecraft.

2.5 Liquid metal properties

Liquid metals, in physics are composed of alloys with extremely low melting temper-

atures that, in the phase diagram, form a eutectic, meaning that the alloy is liquid

at room temperature. For the purposes of reactor technology, liquid metallic alloys

having low melting points can be used as reactor coolant within the working temper-

ature ranges (usually above the room temperature). Because they have good heat

transfer capabilities and can be used for systems with low-pressure as in the case of

sodium-cooled fast reactors (SFRs). Regarding their structural peculiarities, metals

are characterized by the existence of charge carriers, notably practically free electrons,

which gives them great electrical and thermal conductivity. In power plants, a high

rate of heat transfer and working surface temperatures that were close to coolant

temperature were made possible by the use of liquid metal coolant.

Additionally, the liquid metals which are employed in the reactor as coolant are

very poor neutron absorbers. So, this quality enables the operation of liquid metal

reactors with a rapid neutron spectrum. Fast reactors based on liquid metal coolant

have a high power density and do not require a neutron moderator. The drawback of
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many liquid metals is that they retain the majority of their metallic properties when

solidified for use in various technological devices.

2.6 NaxK1−x liquid alloy

The alkali metals sodium and potassium are combined to form the sodium-potassium

alloy, often known as NaxK1−x . This alloy is typically liquid at room temperature.

There are several commercial quality options. NaxK1−x needs to be handled carefully

because it is highly reactive with water and can catch fire when exposed to air.

NaxK1−x is liquid at normal temperature and contains 40% to 90% potassium

by mass. The eutectic mixture also known as NaxK1−x-77, which is a liquid from

−12.6◦C to 78.5◦C and has a density of 0.866 g/cm3 at 21◦C and 0.855 g/cm3 at

100◦C, contains 77% potassium and 23% sodium by mass. It is less dense than water.

Due to its high reactivity with water, it is typically stored under hexane or other

hydrocarbons or under an inert gas (typically dry nitrogen or argon), if high purity

and little oxidation are required. NaxK1−x pulls into a bun-like shape because of

its extremely high surface tension. It has a specific heat capacity of 982 J/kg.K,

which is about one-fourth that of water, but due to better thermal conductivity, heat

transmission is higher along a temperature gradient.

It develops a yellow potassium super oxide layer when stored in the air, which

could catch fire. With water and organic materials, this super oxide reacts violently.

While mineral oil is lighter than most hydrocarbons, NaxK1−x is not thick enough

to sink in them. If the super oxide has already developed, this method of storage is

dangerous. On December 8, 1999, a sizable explosion occurred at the Oak Ridge Y-12
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plant when NaxK1−x that had been improperly handled with mineral oil and cleaned

up after an accidental spill was scratched with a metal instrument. PTFE (Teflon) is

also damaged by the liquid alloy.

The Phase diagram of NaxK1−x binary alloy is shown in Figure 2.1 [31]. In the solid

phase it exhibits β phase [32] after concentration, xNa = 0.7. From the phase diagram

it appears that the melting temperature of the alloy depends on the concentrations

of the alloy. At concentration, xNa = 0.32, the melting temperature becomes the

lowest value of 260.53 K. The temperature at which we have performed the OF-AIMD

calculations is 373 K which is above the melting temperature for all concentrations.

x 
Na

K

K

250

300

350

T
em

p
er

a
tu

re
 /

 K

0.2

K + Na2K

Na2K + Na

N
a

2
K

Liquid

Liq + Na

0.046 0.32

0.4 0.6 0.8
Na

280.2 K

260.5 K

0.60

Figure 2.1: Phase diagram of NaxK1−x liquid alloy.

Experimental fast neutron nuclear reactors have employed NaxK1−x as its coolant.

These get shut down and de-fueled more often than commercial plants. The other
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materials used in practical reactors, lead or pure sodium, would need to be heated

continuously in order to keep the coolant in a liquid state. Utilizing NaxK1−x helps to

overcome this. As an example, consider the Dounreay Fast reactor. NaxK1−x has a

relatively low vapor pressure, which is significant in the vacuum of space. Due to its

advantageous thermal properties, liquid sodium-potassium alloy is a desirable heat

Table 2.2: Molar mass (g.mol−1), melting point (K), boiling point (K), atomic number,
electronic configuration, atomic radius and crystal structure of the group IA elements.

Element
Molar

mass

Melting

point

Boiling

point

Atomic

number

Electronic

config.

Atomic

radius

Crystal

structure

Li 006.941 453.00 1620.00 3 [He]2s1 1.52 bcc

Na 022.990 371.00 1154.00 11 [Ne]3s1 1.86 bcc

K 039.100 336.00 1039.00 19 [Ar]4s1 2.27 bcc

Rb 085.470 312.00 0961.00 37 [Kr]5s1 2.47 bcc

Cs 132.900 301.00 0978.00 55 [Xe]6s1 2.65 bcc

Fr 223.000 301.00 - 87 [Rn]7s1 - bcc

transfer medium for both the future generation of ground-based power plants [33] and

the nuclear reactors used in space power systems [34]. However, sodium-potassium

alloy shows incredible promise as a working fluid for heat pipes with improved thermal

performance [35]. The low melting point of NaxK1−x coolant (−12.6◦C) for a mixture

of 32% Na and 68% K) and its comparatively strong heat conductivity are its key

benefits.
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Computer Simulation

Computer simulation is the practice of mathematical modeling carried out on a com-

puter and intended to forecast the behavior or result of a physical or real-world

system. It also goes by the name "computer experiment". In computational physics,

computer simulation has developed into a helpful tool for the mathematical modeling

of numerous natural systems. Additionally, simulation can be used in situations when

experiments are challenging, expensive, and risky. The prediction of material proper-

ties is one of the most often used molecular simulation applications, and it is typically

accomplished using both the Monte Carlo (MC) and molecular dynamics (MD) com-

putational techniques. Both molecular dynamics (MD) simulation and Monte Carlo

(MC) methods are now often used to investigate the characteristics of materials, fab-

ricate devices, and create new useful materials. In this instance, molecular dynamics

simulations are our primary concern. In the upcoming section we will discuse Monte

Carlo simulation in breif for the completeness of the description and we will describe

molecular dynamic simulation in detail.

21
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3.1 Monte Carlo Simulation

Probabilities are the foundation of the Monte Carlo method. Since it lacks dynamics,

it does not follow the time evolution of configurations. It involves the computation

of probabilities of generating arbitrary molecular configurations. In order to simulate

a fluid system, we let the system transition between various configuration states.

The subsequent three steps are used to make these transitions. The first step is the

generation of a trial configuration at random. Calculating the change in energy and

other attributes in the trial configuration is the next step in evaluating a "acceptance

criterion". In order to determine whether to accept or reject the trial configuration,

the acceptance criterion is finally compared to a random integer. In a finite amount of

time, it is crucial to sample the states that contribute the most in order to precisely

estimate the system’s attributes. A Markov chain is created to achieve this. A

Markov chain is a collection of trials where each subsequent trial’s result only affects

its immediately preceding trial. A new state in a Markov chain will be accepted with

a higher probability if it is preferable to the current state. This typically indicates

that the energy of the new trial state is lower.

In Monte Carlo simulations, a trial configuration is frequently created by shifting,

exchanging, removing, or adding a molecule. The type and scope of the motion that

is being attempted are both determined by probabilities. Probabilities are also used

to determine the type and size of the motion that is being undertaken. Whatever

ensemble is chosen, the transition probability always includes calculated energy of

the new configuration and compared it to the energy of the previous state. When the

attempted configuration is unsuccessful then the old state is counted as a new state.
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3.2 Molecular Dynamics Simulation

Molecular simulation techniques are becoming more and more important in research

and technology as a result of the advent of high speed computing. In this thesis, we

examine various static and dynamic features of liquid NaxK1−x binary alloys using

orbital free ab initio molecular dynamics (OF-AIMD) simulation methods.

For the study of material characteristics at the nano- and microscale, statistical

mechanics is a crucial tool. The material properties of things can theoretically be

derived from statistical mechanics if we have a good understanding of the interac-

tions inside and between molecules. The analytical problems in statistical mechanics,

with the exception of a few simple and ideal circumstances, can only be solved ap-

proximately or are insoluble. Molecular simulation can be a useful tool for delivering

almost perfect solutions to statistical mechanics-related issues. Molecular simulation

can be used to determine the material properties for a given tractable model. The-

oretical hypotheses can be tested via molecular simulation. Additionally, one can

determine the accuracy of a model by comparing the outcomes of molecular simula-

tion to those of actual experiments. If the model is accurate, molecular simulation

can also provide theoreticians and experimentalists with a wealth of knowledge that is

currently difficult to obtain from either theory or experiment. Therefore, simulation

serves two purposes: it connects models to theory and it connects models to experi-

ment. One can use molecular simulation to determine the macroscopic properties of a

system, such as thermodynamic quantities, transport coefficients, equations of state,

etc., given microscopic information about the system, such as atomic mass, molecular

structure, interactions between particles, etc. Both academically and technologically,
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it is advantageous to understand the relationship between microscopic and macro-

scopic quantities. Additionally, molecular simulations can provide information on

some crucial parameters that are difficult or even impossible to get through experi-

ments. Extreme thermodynamic circumstances, for instance, make it challenging to

conduct experiments. However, one can quickly acquire quantitative findings of, for

example, a shock wave experiment, a high-temperature plasma, a nuclear reactor,

star formation, and so on, utilizing molecular modeling.

A simulation technique for examining the actual motions of particles (molecules)

and atoms is called molecular dynamics. where the evolution with time of a group

of molecules that interact with each other is tracked by integrating the equation of

motion. The core of the MD simulation is to solve the Newtonian equations of motion

(NEM) for the system with a limited number of molecules. The MD method allows

us to study the materials in molecular scale. By resolving Newton’s equations for

the motion of the molecules, it is possible to see how the locations, velocities, and

orientations of the system’s particles vary with time. For classical systems

Fi(t) = mi
d2ri
dt2

, i = 1, 2, . . . , N, (3.1)

where ri and mi are the position vector and mass of the i-th particle at time t, Fi

denotes the force acting on the i-th particle and N is the overall number of molecules.

In essence, MD is a motion image that tracks molecules as they move back and

forth, twist, turn, and collide. An initial condition, which consists of the coordinates

and momenta of each particle, is first applied N particles system. The coordinates

and momenta of each molecule are then determined for each time step using the

equations of motion. When the system has evolved in this fashion over time, we
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can take the phase variables’ time average. The system’s time-dependent features

can be discovered using MD simulation as it tracks time. Using the MD approach,

we may examine a system’s dynamical and equilibrium thermodynamic properties

at a fixed temperature. The output of such simulation is simply the positions and

corresponding velocities of the molecules of the sample in ‘equilibrium’, that is, at

every simulation time step. By using these information, many physically interesting

properties can be evaluated. The accuracy of a MD calculation widely depends on

the method with which are the forces calculated. Ab-initio MD simulations method

which will be briefly explained in the following part, to be employed in the current

investigation.

3.2.1 Classical Molecular Dynamics Simulation

The forces in classical molecular dynamics are computed from a parameterized po-

tential, either fitted to empirical data or computed from first principles. At least

in compared to ab initio molecular dynamics, classical molecular dynamics is quick.

Large systems with billions of atoms or more can be simulated, making it possible

to model processes like grain formation, crack propagation, heat transfer, etc. Addi-

tionally, for modest system sizes, long simulation times can be obtained with many

millions of time steps, allowing simulation of processes like diffusion that take a while

to occur. Another benefit is that since the potential is known, it may be changed

to investigate how variations in the potential affect the system’s physical character-

istics. As a result, it can be a useful model to comprehend the system’s fundamental

mechanics.
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Despite the fact that there are numerous issues, the empirically fitted potential

and forces come first. The exact quantum mechanical potential will always be better

than the fitting. When fitting the parameters, compromises are a given. A decision

must be made regarding which properties should be suited to and which ones should

be reproduced. Due to the fact that the parameters are fitted to experimental or first-

principles data for a specific set of conditions, there is also the issue of transfer ability.

It’s also unknown how well the model will capture a different set of circumstances

when the potential is applied. This means that it is challenging to determine how

accurate the potential is in an unidentified configuration. This is a serious restriction

because the aim is to forecast attributes of that are unknown.

An alloy with a few elements will require a fast growing number of parameters

because the majority of potentials are based on pair interactions and triplet inter-

actions. Additionally, the number of parameters increases rapidly as the number of

elements increases. Because of this, fitting takes a very long time. The fact that there

are so many co-dependent factors and so few empirical data points to fit to them is

an issue. Although parameters can frequently be fitted to ab initio results, this will

need numerous expensive calculations.

3.2.2 Ab initio Molecular Dynamics Simulation

Typically an ab initio MD simulation technique (AIMD) uses force derived from elec-

tronic structure theory to change the dynamics of the system over time. Classical

molecular dynamics (CMD), on the other hand, uses force obtained from (semi) em-

pirical force fields. Ab initio is a Latin word and literally means “from the beginning”.
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When a calculation relies just on the tiny and well-established rules of nature without

the use of any additional assumptions or special models,it is said to be ab initio or

first principles. The AIMD is the name of the simulation technique that blends the

traditional mo lecular dynamics of nuclei with electronic structure theory.

AIMD is one of the most significant numerical tools created in the past few decades

and this technique is rapidly developing and expanding. In the AIMD computation,

dynamical trajectories at finite-temperature are produced utilizing forces derived from

calculations of the electronic structure that are done "on the fly" as the simulation

develops. As a result, AIMD allows for the formation and breaking of chemical bonds

and takes into consideration the effects of electronic polarization [36, 37]. AIMD is

effectively applied to various physically significant problems in physics and chemistry.

In recent years, AIMD has also been used to examine issues connected to biological

systems. Numerous research have unearthed novel physical phenomena and micro-

scopic mechanisms that cannot yet be discovered using empirical approaches. As a

result, fresh interpretations of experimental data are produced, and in certain situa-

tions, new experiments are even suggested. Assuming that The Born-Oppenheimer

approximation (BO) is true, dynamics of a system with K electrons and L nuclei, can

be addressed classically and electrons in ground state quantum mechanically, which

is the ideal case of an AIMD calculation [38]. In the current study, we applied the

renowned Car-Parrinello technique to ab initio MD modeling.
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3.3 The Car-Parrinello Method

The molecular dynamics developed by Car-Parrinello is an advancement of the La-

grangian formalism of classical molecular dynamics (CMD) in which the total elec-

tronic energy of a metallic system as provided by DFT replaces the model potential

defining the interaction among atoms. We formally introduce the electronic wave-

functions as new dynamical variables. The Car-Parrinello method is frequently used

to as the ab initio molecular dynamics. Because, it does not require an inter atomic

potential to be supplied from outside as an input. Instead, it calculates the forces and

potential directly from the electronic energy as the simulation proceeds. This method

stands out as a new and more efficient one for calculating the physical properties of

materials. To serve this purpose the electronic equations are solved by employing ap-

propriate boundary conditions, plane wave basis sets and also from the approach of

the DFT. The DFT’s [39] orbital free (OF) version permits the application of the Car-

Parrinello approach as well. In the Car-Parrinello [17, 40] method, self-consistency,

nuclear movement, and electronic states are all addressed by a single algorithm that

unifies MD and DFT. This approach relaxes both the electronic and ionic degrees

of freedom concurrently by taking into account nuclear and electronic dynamics si-

multaneously. The Car-Parrinello approach, which is used to calculate the electrical

structure, appears to have made four overall improvements. These are as follows [41]:

(i) Instead of using variational equations, use optimization techniques.

(ii) Instead of matrix diagonalization, use equations of motion.

(iii) Matrix operations are substituted with fast Fourier transformations (FFT).
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(iv) In place of eigenvector operation, a trace of the occupied subspace.

Keep in mind that the overall energy in an orbital-free approach depends solely on

charge density. Therefore, The Car-Parrinello technique can be used with the energy

functional theory [39]. The pseudo-Lagrangian for OF-DFT approach is defined as

LCP = Te + Tn −E[ρ, {Ri}] + µ
(

∫

ρ dr−N
)

, (3.2)

where N represents the overall amount of electrons, Ri stands for the coordinates of

the i-th nucleus, and E[ρ, {Ri}] the entire potential energy of a system [see equa-

tion (4.89)]. The first term reflecting the imaginary KE linked to the electronic

degrees of freedom is defined as

Te =
1

2
Me

∫

ψ̇2dr, (3.3)

where ψ̇ = dψ
dt

and ρ = | ψ |2, and the model of classical motion of charge density,

which is similar to the motion of electrons in their orbits, includes the fictitious mass

Me as a parameter. To keep the trajectory adiabatic and prevent energy from moving

from the electronic to the ionic degrees of freedom, the imaginary mass of the electrons

must be small enough. The time step must also be less than the typical values used

in other MD algorithms in order for this to work. Kinetic energy of atoms makes up

the second term in the Lagrangian

Tn =
1

2

∑

i

Mi| Ṙi |
2
, (3.4)

where, Mi denotes the mass of the i-th ion and the dot denotes time derivative. The

total electronic energy of the coupled system of electrons and ions is represented by
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the third term in equation (3.2). The following (Car-Parrinello) equations of motion

are produced using the aforementioned Lagrangian

MiR̈i(t) = −∇Ri
Eg (3.5)

Meψ̈(r, t) = − ∂Eg
∂ψ(r, t)

+ µψ(r, t), (3.6)

for both classical ionic {Ri} and electronic ψ(r, t) degrees of freedom, respectively,

subject to the constraint
∫

| ψ |2 dr = N, (3.7)

and Eg is the ground state energy of the system. Following Hellmann-Feynman

theorem the force actions on the i-th ion is provided by

Fi = −∇Ri
Eg (3.8)

and so equation (3.5) becomes

Fi(t) =MiR̈i(t) (3.9)

In equation (3.9), the force on the i-th ion at time t, Fi(t), depends on the positions of

all of the other ions of the system at that time. After specifying the initial positions

and velocities of each of the N molecules, the basic MD procedure follows, for which

it repeats for the desired number of iterations according to the following steps:

(i) The force on each particle is calculated according to equation (3.8).

(ii) The positions of the particles of the system are updated gradually in time

according to equation (3.9).
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To solve the integration involved in step (ii) we have used the Verlet Leap-frog al-

gorithm (VLFA) with time step δt for each atomic movement. Similar to this, the

VLFA is used to solve numerically the motion of the electronic degrees of freedom in

equation (3.6) with an electronic time step of δte. It is also crucial to choose the right

time step, δt. A large time step results in atoms moving too far down a specified

route, which produces a poor simulation of the motion. It takes longer to conduct

the simulation because a too-small time step necessitates more iterations. So, the

time step must be one order of magnitude smaller than the vibrational period or the

interval between impacts. In order to simulate a liquid of solid molecules, time steps

are chosen to be of the order of femtoseconds, and to simulate vibrating molecules,

time steps on the scale of tenths of a femtoseconds are provided [42].

The time steps for evolving the ionic and electronic positions are not similar in

evey detail. It is important to carefully select the time step δte and the fictitious mass

Me so that the electrons’ dynamics stay adiabatic. This means that throughout the

motion, the system should continue to be in its electronic ground condition. Due to

the small fictitious mass Me, it is necessary to integrate the electronic equations of

motion with a smaller time step δte compared to the standard 1-10 fs time step used

for CMD [43].

3.4 The Verlet Leap-frog Algorithm

In MD simulations, the integration algorithm is used to perform the step-by-step

finite difference solution of the equations of motion. The Verlet leap-frog algorithm is

one of the frequently used algorithms. An effective algorithm to incorporate Newton’s
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equations of motion (NEM) is important for an effective molecular dynamics program.

In the current study, we have integrated NEM for ions and electrons using the VLFA.

For application to MD simulations, the original Vrlet algorithm has been modified

into the VLFA. The former one employs the location and forces at time t as well as

the positions at time t−δt to forecast the positional coordinates at time t+ δt, where

δt is the integration time step in the molecular dynamics scheme.

The Verlet algorithm combines two Taylor expansions. Taylor expansion is used

to acquire the location from time t (forward) to t+ δt and (backward) to t− δt up to

the third order, one obtains

Ri(t+ δt) = 2Ri(t)−Ri(t− δt) +
Fi(t)

Mi
δt2 +O(δt4). (3.10)

The estimation of the new ionic locations contains an inaccuracy of the order δt4.

The velocities are obtained from the basic definition of differentiation

vi(t) =
Ri(t+ δt)−Ri(t− δt)

2δt
, (3.11)

and this velocity formula is only accurate to orders of δt2. This is necessary in order

to calculate kinetic energy. The time-reversal symmetry of the Verlet method results

in good energy conservation, and it is easy and compact to code. The velocities,

however, are not easily controlled. The VLFA is used for the velocities at half time

step defined as

vi(t+
δt

2
) =

Fi(t)

Mi
δt+ vi(t−

δt

2
), (3.12)

to obtain more accurate velocities. Then, the velocities at time t can be also computed

from

vi(t) =
vi(t+

δt
2
) + vi(t− δt

2
)

2
, (3.13)
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where the ionic positions are then obtained from

Ri(t+ δt) = Ri(t) + vi(t+
δt

2
)δt. (3.14)

Schematically, the VLFA can be shown as:

(1). Given current position, Ri(t) and velocity at last half-step, vi(t− δt
2
).

r
t - dt t

v

F

t + dt

Vi (t -   )2
dt

Ri (t)

(2). Compute current force, Fi(t) via the Hellmann-Feynman theorem Fi = −∇Ri
Eg.

r
t - dt t

v

F

t + dt

Vi (t -   )2
dt

Ri (t)

Fi (t)

(3). Compute velocity at next half-step, vi(t+ δt
2
) via equation (3.12) using current

force, Fi(t) and velocity at last half-step, vi(t− δt
2
).
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r
t - dt

Ri (t)

Fi (t)

t

v

F

t + dt

Vi (t +   )2
dt

(4). Compute next position, Ri(t + δt) via equation (3.14) using current position,

Ri(t) and velocity at next half-step, vi(t+ δt
2
).

r
t - dt

Fi (t)

t

v

F

t + dt

Vi (t +   )2
dt

Ri (t +   )2
dt

(5). Advance to next time step, repeat.

r

t - dt t

v

F

t - 2dt t + dt



Chapter 3: Computer Simulation 35

3.5 Periodic Boundary Conditions

Periodic boundary conditions (PBC) are frequently used in molecular dynamics, dislo-

cation dynamics, and materials modeling to remove surfaces and prevent using a large

number of molecules or a big simulation box. A collection of boundary conditions is

known as periodic boundary conditions. The N particles (atoms, molecules, or ions)

may be contained within a cubical cell, which stops them from drifting apart. How-

ever, because of fabricated surface effects, these configurations are bad for simulating

bulk liquids. In such a simulation, the majority of molecules are found on the cube’s

surface where these particles are housed. The behaviour of particles in the bulk will

differ from that of particles on the surface. In MD, PBCs are frequently employed to

eliminate issues with false surface effects from computations for all system sizes. The

entire space is filled with copies of the original cubic simulation box and the states

of all the particles inside of it. An infinite lattice is created by the combination of

the replication boxes and the simulation box. The fundamental tenet of the PBC is

that if a particle changes position in the original box and its periodic images change

position in the adjacent boxes as well. Since there are no walls or surface particles at

the central box’s edges, when a particle exits the central box (as in Figure 3.1), one

of its images then enters via the opposite face with precisely the same speed. Because

of this, the particles number in the central box (consequently in the whole system)

remains conserved. Figure 3.1 is a 2-D representation of such a periodic system.

For normal liquids, the interaction potential is relatively short range in MD simu-

lations. For example, such case the Lennard-Jones potential is often used in the case

of CMD. This implies that only nearby particles make a major contribution to the
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force acting on any given particle. As a result, MD simulations frequently include

PBCs along with the "minimum image convention". The minimum image convention

specifies that each molecule in the system interacts with the nearest molecule or its

Figure 3.1: A two-dimensional PBC cell used in computer experiments [44].

image in the periodic array. An alternative is to employ a cut-off radius, which is

typically taken to be considerably smaller than L
2

(the maximum radius of a sphere

that can be packed into the cubic box) where L represents the cube’s side. For long

range potentials, these methods are likely to introduce serious errors in the force

calculation, and therefore in the resulting trajectories of the particles. Instead, one

must include the force contributions from all molecules in the main simulation box as

well as from all the molecules in every periodic replica (i.e., from an infinite number

of particles). In reality, this is a very challenging task to handle it in computer

simulation of particles; thus it is accomplished by the famous Ewald summation [45,

46]. Composite materials, particularly in the aerospace industry, are being employed
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more and more due to their enticing qualities. The numerical method known as the

finite element method has been very successfully used to research composite materials

since it is both time and money efficient. For a very long time, researchers have

preferred PBCs for simulating composite materials.



Chapter 4

Density Functional Theory

4.1 Theory of Electronic Structure

The study of electron energy in matter is known as electronic structure theory. This

theory explains how electrons move within atoms or molecules. Which states that

because electrons are lighter than nuclei and move more quickly as a result, they

will distribute in the best way possible for any specific nuclear configuration [47].

The majority of a material’s chemical and physical properties are governed by its

electronic structure, particularly the structure of its outermost atomic shell. There-

fore, study of the electronic structure of materials is an important part of research

in material science. When the electronic issue is solved for a variety of nuclear con-

figurations, the potential energy surface is revealed. The electronic energy for each

nuclear configuration is the potential energy that the electrons feel. For the purpose

of solving their equation of motion, one must apply quantum mechanics. According to

quantum mechanics, electrons will not be confined at specific locations in space, but

38
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are instead best viewed as interfering "matter waves" [48]. The Born-Oppenheimer

approximation [49] is typically used to set the ions at predetermined sites, which is

the core tenet of the electronic structure theory. Then we deal with the Hamiltonian

of electronic motions and find all the eigen functions of that Hamiltonian eventually

we get the eigen values which are the energy of the corresponding eigenstates. We

will solely discuss the aspects of electronic structure theory that are relevant to our

current work in this Chapter, including its theory, methodology, and applications.

For the study of the electrical structure of many-body systems, the density functional

theory (DFT) [1] is frequently acknowledged as the foundation. The Schrödinger

equation for many-body systems can be roughly solved using DFT.

Although DFT theory is frequently referred to as "a first principle theory," there

are still significant approximations that must be made to produce accurate simulation

results. The present simulation is performed using the Hohenberg-Kohn (HK) version

of the DFT [1], using the LDA [50], to treat correlation and the exchange energy and,

the external potential of a system created by ions is approximated by the local model

Pseudopotential [51]. The kinetic energy (KE) functional is the most important

ingredient of HK version of DFT, and a reliable KE functional [52] is used in the

present work to approximate it.

4.1.1 Schrödinger’s Equation

The fundamental equation for explaining the electronic structure of matter in con-

densed matter physics is the Schrödinger equation (SE). It is also known as the

Schrödinger wave equation, and is a partial differential equation which explains how
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the wavefunction (Ψ) of a physical system evolves over time and space. In 1926

Erwin Schrödinger attempted to construct an equation for describing the so called

wave behavior of matter (for example electron) using the de Broglie hypothesis. The

equation was subsequently given the name Schrödinger equation, and its full name is

the time-dependent Schrödinger equation [53]. For the systems of N particles it can

be written as the form

i~
∂

∂t
Ψ({ri}, t) = ĤΨ({ri}, t) (4.1)

where ri represents the positional coordinate of i-th particle and Ĥ is the Hamiltonian

operator of the system defined as

Ĥ = −~
2

2

N
∑

i=1

1

mi

∇2
i + V (r1, r2, . . . , rN , t). (4.2)

If the Hamiltonian itself has no time-dependency the Schrödinger equation becomes

ĤΨ(r1, r2, . . . , rN) = EΨ(r1, r2, . . . , rN) (4.3)

with the Hamiltonian Ĥ equal to

Ĥ = −~
2

2

N
∑

i=1

1

mi
∇2
i + V (r1, r2, . . . , rN) (4.4)

where, E represents the system’s overall energy. Equation (4.3) is known as the eigen

value equation.

4.1.2 The Wave Function

In quantum physics, the quantum state of an isolated quantum system is mathemat-

ically described by a wavefunction. In most cases, the wavefunction is a probability
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amplitude with complex values from which probabilities corresponding to the poten-

tial outcomes of measurements performed on the system can be determined. The

wavefunction of a given system in quantum mechanics has all of the information.

However, Ψ is a tremendously complex quantity that cannot be scientifically proven

and depends on 4N factors, where N denotes the quantity of electrons. The time-

independent wavefunction is considered for the stationary states. A question always

arising with physical quantities is about its possible interpretations as well as ob-

servations. But the wavefunction itself has no physical interpretation. It is not a

physically observable quantity, so that, the wavefunction is purely a mathematical

notation. The probability interpretation of the wavefunction by Max Born provides

a physical meaning of the wavefunction. The square of the wavefunction multiplied

by volume elements gives the probability [54, 55] as

P = | Ψ(r1, r2, . . . , rN) |2dr1dr2 . . . drN . (4.5)

Equation (4.5) describes the probability that particles 1,2,. . . ,N are located simulta-

neously in the corresponding volume element dr1dr2 . . . drN [56]. All particles must

be found some where in space so it follows that

∫

dr1

∫

dr2 . . .

∫

drN | Ψ(r1, r2, . . . , rN) |2 = 1, (4.6)

which is generally known as the normalization condition for the wave function. Equa-

tion (4.6) also gives insight on the requirement that a wave function must fulfill some

criteria in order to be physically acceptable. The wave function must be continuous

over the full spatial range and square-integratable [57]. Another very important prop-

erty of the wavefunction is that, calculation of the expectation values of operators
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with respect to a wavefunction provides the average value of the corresponding observ-

able for that wavefunction [58]. For an observable O(r1, r2, . . . , rN), one can generally

write

O =
〈

Ô
〉

=

∫

dr1

∫

dr2 . . .

∫

drNΨ
∗(r1, r2, . . . , rN)ÔΨ(r1, r2, . . . , rN). (4.7)

4.1.3 The density of electrons

The fundamental variable in the density functional theory (DFT) is the electron

density for N electrons. The density of electron in an electronic system is determined

by the quantity of electrons present in a specific state per unit volume. If the spin

coordinates are neglected, the electron density ρ(r) can be expressed as measurable

observable

ρ(r) = N

∫

dr2 . . .

∫

drNΨ
∗(r1, r2, . . . , rN)Ψ(r1, r2, . . . , rN), (4.8)

which only depends on spatial coordinates [1, 59]. The density of electrons ρ(r) in

the ground state can be measured by X-ray diffraction [60]. The density of electrons

ρ(r)dr determines the probability of locating any electron within the volume element

dr from the total number of N electrons, when quantum-mechanical effects are signif-

icant. Only the three spatial variables make up the non-negative function ρ(r), which

integrates to the overall amount of electrons and vanishes at infinity. These are some

of the basic characteristics of the electron density:

(i.) When r → ∞, then ρ(r) → 0.

(ii.) The number of all electrons can be calculated by integrating the electron density,
∫

ρ(r)dr=N .
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(iii.) It is possible to experimentally measure the observable ρ(r).

It should be noted that the density, ρ(r), only has three degrees of freedom. It is

important to confirm that an approach actually contains the relevant system infor-

mation before presenting it and using the electron density as a variable. Thus, it must

include details about the total number of N electrons as well as the exterior potential

denoted by Vext [60]. The ground state electron density is the sole attribute that

defines the external potential. The term uniquely means up to an additive constant

as proved for the first time by Hohenberg and Kohn (HK) theorem. This proof will

be discussed in the forthcoming subsection (4.2.2).

4.1.4 The many-body Hamiltonian of a Molecular System

The eigenfunctions of the many-body Hamiltonian can be used to explain a lot of the

properties of atoms, molecules, and solids,

Ĥ = T̂ + V̂ . (4.9)

The Hamiltonian of the many-body system is the starting point of a quantum theory

of materials. For the system containing Nn nuclei and Ne electrons neglecting external

magnetic and electronic field is

Ĥne( r,R ) = − ~
2

2me

Ne
∑

i=1

1

2
∇2
i −

~
2

2MI

Nn
∑

I=1

∇2
I +

e2

4πǫ0

[

Ne
∑

i=1

Nn
∑

I=1

−ZI
| ri −RI |

+
Ne
∑

i=1

Ne
∑

i<j

1

| ri − rj |
Nn
∑

I=1

Nn
∑

J>I

ZIZJ
| RI −RJ |

]

(4.10)

In atomic units, setting ~ = me = e = 1
4πǫ0

= 1, many-body Hamiltonian of the

system reads,
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Ĥne( r,R ) =

Ne
∑

i=1

−1

2
∇2
i −

Nn
∑

I=1

1

2MI
∇2
I +

Ne
∑

i=1

Nn
∑

I=1

−ZI
| ri −RI |

+

Ne
∑

i=1

Ne
∑

i<j

1

| ri − rj |

+
Nn
∑

I=1

Nn
∑

J>I

ZIZJ
| RI −RJ |

= T̂e + T̂n + V̂ne + V̂ee + V̂nn, (4.11)

where, the nuclei are represented by I, J , and the indices i and j are used to represent

the degrees of freedom for electronic systems. Nuclear masses and charges are MI and

ZI , respectively. In the equation above, the sets of electronic and nuclear coordinates

are denoted by r and R, respectively.

We are particularly interested in the energy contributions made by electrons and

nuclei for the relevant energy scale of such systems. As a result, the potential term

V̂ of the system is influenced by three different sorts of interaction between these

parts: (i) Nucleus-nucleus interaction (fifth term) (ii) Nucleus-electron interaction

(3rd term) (iii) Electron-electron interaction (4th term). According to theory, the

KE term is the result of adding the kinetic energies of electrons (1st term) and nuclei

(2nd term). But since the ions are millions of times heavier than the electrons, this

is not surprising. Therefore, their contributions to the kinetic energy are typically

ignored. The Born-Oppenheimer approximation is what is being discussed here. The

first two terms on the right side of equation (4.11) are the descriptions of the kinetic

energy operators for electrons and nuclei, respectively. The final three terms, which

are repulsive potential caused by electron-electron and nucleus-nucleus interactions,

respectively, are the electrostatic attraction between the electrons and the nuclei .
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4.1.5 The Born-Oppenheimer Approximation

The hypothesis that it is possible to distinguish between the motion of atomic nuclei

and electrons within molecules is known as the Born-Oppenheimer (BO) approxima-

tion in quantum physics and molecular physics. The BO approximation is physically

justified by the fact that an atomic nucleus’ mass is significantly more than an elec-

tron’s mass in a given system (e.g. a proton is 1800 times as heavy as an electron).

This implies that there must be a significant disparity in their respective speeds.

Therefore, it makes sense to suppose that the nuclei are almost unchanged in rela-

tion to the mobility of the electrons in the system. As a result, the nucleus has no

kinetic energy and just a constant potential energy (nucleus-nucleus). This is called

the Born-Oppenheimer approximation. The BO approximation is used to simplify

the Schrödinger equation (SE) for a molecule. Max Born and J. Robert Oppen-

heimer [49] proposed this approximation in 1927 during the early years of quantum

mechanics, and it is still crucial in both quantum physics and molecular physics to-

day. Probably the most basic approximation in physics and molecular physics is the

Born-Oppenheimer (BO) approximation.

Practically speaking, it will enable us to precisely treat the electrical structure of

molecules without worrying too much about their nucleus. The position of the nuclei

determines the Hamiltonian that the electrons are experiencing at any particular

time. Immediately after that, the full Hamiltonian Ĥne is replaced by the so-called

electronic Hamiltonian, which is

Ĥel( r ;R ) =
Ne
∑

i=1

−1

2
∇2
i +

Ne
∑

i=1

Nn
∑

I=1

−ZI
| ri −RI |

+
Ne
∑

i=1

Ne
∑

i<j

1

| ri − rj |

= T̂e + V̂ne + V̂ee. (4.12)
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where R indicates that Ĥ depends simultaneously on all RI nuclear positions. The

time-independent Schrödinger equation can be used to resolve any issue relating to

the electronic structure of matter. However, the majority of problems involving sta-

tionary states focus on atoms and molecules devoid of time-dependent interactions [3].

Therefore, only the electronic time-independent Schrödinger equation is of our interest

at this moment. The wave function only depends on the electronic coordinates [58]

because the nuclear degrees of freedom (for example, the solid’s crystal structure)

only take the shape of a potential V (r) influencing the electrons. The solution of the

Schrödinger equation (SE)

ĤelΨel = EelΨel (4.13)

with electronic Hamiltonian (Ĥel) gives the electronic wave function and the electronic

Ψel = Ψel(r1, r2, . . . , rN ;R)

energy Eel, where R is the ionic coordinates. Here, we have made it apparent that

the Hamiltonian, as well as its eigenvalues and eigenstates, are all dependent on the

specific nuclear configuration. This is the essential element of the BO approximation.

Without mentioning the nuclei’s quantum mechanics, it enables one to compute the

electronic structure of a molecule. The sum of Eel and the nuclear repulsion term,

which is constant, equals the total energy E for some fixed nuclei configurations

EII =

Nn
∑

I=1

Nn
∑

J>I

ZIZJ
| RI −RJ |

leading to

E = Eel + EII . (4.14)
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The Born-Oppenheimer approximation simplifies the complexity of the electronic

structure problem to the solution of equation (4.13), and equations (4.13) and (4.14)

yield the total energies. However, it should be remembered that the Born-Oppenheimer

approximation is unquestionably not applicable in all circumstances. As a result, it

is known that the BO approximation would fail when there are several potential en-

ergy surfaces that are either crossing each other [61] or are energetically close to one

another.

The main challenge in solving equation (4.13) is the interaction between electrons,

which hides all of the many-body quantum effects. Many approximate approaches for

solving Schrödinger or Schrödinger-like equations have been devised by mapping the

N electron SE into useful one-electron Schrödinger like equations, which are simpler

to solve computationally. Finally, we point out that the classical treatment of the

nuclei’s masses can also be used to obtain the electronic Schrödinger equation.

The various approximation techniques used here can be categorized into the fol-

lowing main groups: (i) the DFT, in which density of electron is the key parameter,

and (ii) methods based on the wave function, where the important element is the

many electron wave function. In the current work, the electron density ρ(r) is the

important component, and DFT is employed to approximate the energy in the ground

state of equation (4.13).

4.1.6 The Hellmann-Feynman Theorem

A helpful tool in solid state, atomic, and molecular physics is the Hellmann-Feynman

theorem. The main focus of many molecular structural issues is forces. Typically,
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energy and its changes with altering molecular configurations have been taken into

account while thinking about these issues. In this study, the Hellmann-Feynman

theorem is used to determine the forces that are exerted on the system’s ions. This

theorem is a popular and powerful method to efficiently calculate forces in a variety of

dynamical processes. Let’s now imagine a system of many bodies with an electronic

Hamiltonian, Ĥ(r;R). The overall shape of the forces acting on the I − th atom,

denoted by the FI , is the downward gradient of the total electronic energy in relation

to the RI ionic position. Mathematically this force can be written as

FI = − ∂E

∂RI
, (4.15)

where the system’s overall energy is E = 〈Ψ | Ĥ | Ψ〉+EII . Therefore, the force can

be written as

FI = − ∂E

∂RI
= −

〈

Ψ | ∂Ĥ
∂RI

| Ψ
〉

−
〈 ∂Ψ

∂RI
| Ĥ | Ψ

〉

−
〈

Ψ | Ĥ | ∂Ψ
∂RI

〉

− ∂EII
∂RI

. (4.16)

since,
〈

Ψ | ∂Ψ
∂RI

〉

= 0, i.e. due to the variational principle the 2nd and 3rd terms of

the above equation vanishes and then one finds

FI = −
〈

Ψ | ∂Ĥ
∂RI

| Ψ
〉

− ∂EII
∂RI

. (4.17)

This is often called the Hellmann-Feynman theorem or the force theorem [62, 63].

Further it is possible to show that FI only based on the density of electron and the

locations of the ion, so one can write

FI = −
∫

drρ(r)
∂Vext(r)

∂RI

− ∂EII
∂RI

. (4.18)
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4.1.7 The Bloch’s Theorem

The fact that plane waves are inherently periodic is one of their questionable charac-

teristics. Clearly, this is a useful way to describe crystals. This is particularly true

for systems made of condensed matter, like liquids, for which such periodic boundary

conditions are frequently helpful and so taken for granted in simulations. However,

extra attention must be paid when the periodic boundary conditions are not present,

particularly for the electrostatic interaction.

The Bloch’s theorem is the most common example to describe crystal’s electrons.

The ions are positioned in a regular periodic arrangement at 0 K in a flawless crystal.

Bloch’s theorem requires that the external potential experienced by the electrons be

periodic as well, with the period being equal to the cell’s length, L. Due to Bloch’s

theorem, plane wave basis sets have emerged as the obvious choice for the treatment

of periodic systems, such as solids. According to Bloch’s Theorem, the wavefunctions

of electron’s in a perfectly periodic potential can be expressed as

ψn,k(r) = eik.run,k(r), (4.19)

where the function un,k(r) has the same periodicity as the one-electron Hamiltonian’s

potential, H = −1
2
∇2 + U(r), i.e. un,k(r + R) = un,k(r), where R denotes the

Bravais lattice vector. In computer simulation for a cell R = L, where L denotes the

cell’s size. In equation (4.19), k denotes a wavevector that is constrained in the first

Brillouin Zone, and n denotes the band index. Since un,k(r) is a periodic function,

we can expand it according to Fourier series by using plane waves

un,k(r) =
∑

G

Cn,G e
iG.r, (4.20)
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where m is an integer and Cn,G are plane wave expansion coefficients, and G’s are

the reciprocal lattice vectors defined through G.R= 2πm. Therefore, the electron

wavefunctions can be expressed as

ψn,k(r) =
∑

G

Cn,k+G e
i(k+G).r, (4.21)

which is a linear combining of plane waves.

4.2 Outline of the Density Functional Theory

Among the most common and effective quantum mechanical theories for matter is

DFT. It is routinely used in physics and chemistry nowadays to determine the band

structure of materials and the binding energy of molecules. Due to the use of function-

als, (i.e. function of another function), in the equation for the density of electron ρ(r),

the theory is known as DFT. The DFT scheme depends on functionals of the elec-

tron density (for N electrons) defined as equation (4.8) alternative to the many-body

wave function Ψ({r}). Therefore, in the DFT the electron density is the fundamental

parameter that can be used to describe a quantum system with numerous electrons.

To solve the Schrödinger equation of a system with numerous electrons directly in

the calculations of the ground state electronic density and energy is an accurate way

but it is an impossible task; so the use of the DFT is an approximate way. For this

reason, another name of DFT is a theory of ground states and it is also called “a first

principles theory”.

At present, the DFT is a variational approach which is the most effective and

promising method for calculating the electrical structure of matter. Simulations of
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molecular dynamics calculate the movements of specific molecules in models of solids,

liquids, and gases. The main concept in this case is motion, which explains how loca-

tions, velocities, and orientations change throughout the time. In essence, molecular

dynamics depicts the motion of molecules as they travel back and forth, twisting,

rotating, and colliding with one another.

In the fields of physics, chemistry, biology, and material science, the microscopic

structure of molecules and systems in condensed phases is characterized by the ar-

rangement of the electrons. The electronic structure theory provides a description

of the arrangement of the electrons and their energy. The accuracy and effective-

ness of the numerous applications of the electronic structure theory vary by orders of

magnitude from one another. The Kohn-Sham density functional theory (KSDFT),

one of several distinct electronic structure theory formalism, strikes the best balance

between precision and effectiveness and is by far the most used one. The applicability

of KSDFT to large systems with more than one thousand molecules is hampered by

the fact that the computing cost of KSDFT still rises sharply with the number of

electrons in the system. Knowledge of mathematics, physics, and computer science

must be merged in order to reduce the computational cost of KSDFT.

DFT is applicable to a variety of systems, including atoms, molecules, solids,

nuclei, and both classical and quantum fluids. The DFT is also well-liked for striking a

balance between accuracy and computational expense. Since the density is a function

of R
3, the density functional theory (DFT) can easily be implemented in a much

broader systems with hundreds or even thousands of atoms. Because of this, DFT

has emerged as one of the most potent and effective methods for doing first principles
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calculations intended to describe or even forecast the characteristics of molecular and

condensed matter systems [3].

The density functional theory has two popular versions, these are [i] Kohn and

Sham (KS) DFT and [ii] Hohenberg and Kohn (HK) DFT, the latter is also known as

the orbital free (OF) DFT. According to DFT, any system’s ground state energy is

expressed as a function of its electron density, ρ(r) as Eg = E[ρ(r)]. From a theoretical

perspective, material science has advanced satisfactorily thanks to Hohenberg and

Kohn’s (HK) density functional theory [1]. They have demonstrated that a functional

of the electron charge density, ρ(r) may be used to express the overall energy of a

system of N particles. Kohn and Sham (KS) [2] developed an equation for the total

electronic energy of a system known as the KS-DFT by starting with the HK theory.

In the KS-DFT, the Kohn-Sham equation, which is a one-particle SE, is used to

compute the kinetic energy of the electrons. From the SE’s form, it is clear that

the energy functional consists of three terms: kinetic energy, contact with potential

outside of oneself, and electron-electron interaction. An approximation of the kinetic

energy functional was proposed by Kohn and Sham.

The distinction between the exact anticipated amount of the kinetic energy Ts

and Hartree energy (EH) of the auxiliary system is known as the exchange correla-

tion energy, (Exc). The Exc, which is based on the homogeneous electron gas, was

calculated by Kohn and Sham using the LDA. According to KS theory, electron charge

density ρ(r) is used to locally approximate the exchange correlation potential energy,

Exc. The so-called OF-DFT approach, which can be used instead of KS orbitals

to approximate the kinetic energy (KE) term in KS-DFT, uses electron density. In
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the present work, the OF-DFT method is the main tool to study different physical

properties. OF-DFT methods will be dicussed in the section 4.5.

4.2.1 The Thomas-Fermi Model

A precise description of the contributions to the kinetic and potential energies in

terms of the electron density ρ(r) must be created in order to make OF-DFT ap-

proaches useful in computations. The development of orbital-free density functional

theory is heavily focused on in order to make direct approximations for T (ρ). In

the beginning, Thomas [64] and Fermi (TF) [65] proposed that electrons are equally

distributed (negatively charged clouds) around nuclei in a six-dimensional space in

the 1927s (momentum and coordinates). The actual many-body problem has been

greatly simplified by this. Before introducing a more precise theory, the DFT, it is

instructive to take into account the fundamental concepts of the TF approximations.

Although the electron-nucleus and electron-electron interactions are handled clas-

sically in the TF model, the electrons’ kinetic energy is generated from the uniform

free electron gas using quantum statistical theory. In accordance with the TF ap-

proach, the system’s total energy could be represented as a function (functional) of

the electron density, ρ(r). In a cube with side l, there are N electrons per square

centimeter in actual space

ρ(r) =
N

V
=
N

l3
. (4.22)

In this infinite well of three dimensions, the electron energy levels are provided by

E =
h2

8ml2
(n2

x + n2
y + n2

z) =
h2

8ml2
(

∼

R2), nx, ny, nz = 1, 2, 3, .... (4.23)
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The maximum energy of electrons and the Fermi energy EF are determined by the

sphere’s radius, which is defined as R =
∼

Rmax in the space (nx, ny, nz) spanning all

occupied states. The number of energy levels inside this maximum value at absolute

zero provided by

NF =
1

23
4πR3

3
=
π

6

(

8ml2EF
h2

)
3
2

. (4.24)

The definition of the density of states is

g(E)dE = NF (E + dE)−NF (E) =
π

4

(

8ml2EF
h2

)

E
1
2dE. (4.25)

At absolute zero, all energy levels below the Fermi energy are filled, including:

f(E) =



















1 E ≤ EF

0 E > EF .

(4.26)

As a result, one cell’s total electron energy will be provided by

E =

∫ EF

0

Ef(E)g(E)dE

=
4π

h3
(2m)

3
2 l3

∫ EF

0

E
3
2dE

=
π

5

(

2l

h

)3

(2m)
3
2EF

5
2 . (4.27)

The total number of electrons in a cell, denoted by ∆N , can be used to calculate the

Fermi energy EF :

N = 2

∫ EF

0

f(E)g(E)dE

=
π

h3

(

2l

h

)3

(2m)
3
2EF

3
2 . (4.28)
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Combining equation (4.27) and (4.28) the source of the electrons’ energy in a single

cell is

E =
3

10
(3π2)

2
3

l3

(2π)2
ρ

5
3

= CF
l3

(2π)
5
3

CF =
3

10
(3π2)

2
3 = 2.871. (4.29)

Therefore, in TF model, the kinetic energy functional has the form

TTF [ρ(r)] = CF

∫

ρ
5
3 (r)dr =

3

10

(

3π2
)

2
3

∫

ρ
5
3 (r)dr. (4.30)

The well-known Thomas-Fermi kinetic energy functional, which is a function of the lo-

cal electron density, is represented by equation (4.30). The electron-nucleus potential

and the electron-electron potential in terms of electron density alone are determined

using the classical theory to get the energy expression for an atom

ETF [ρ] =
3

10

(

3π2
)

2
3

∫

ρ
5
3 (r)dr− Z

∫

ρ(r)

r
dr+

1

2

∫ ∫

ρ(r1)ρ(r2)

| r1 − r2 |
dr1dr2. (4.31)

Keep in mind that the nuclear charge Z is expressed in atomic units. The Thomas-

Fermi theory of atoms’ total energy functional is represented by equation (4.31).

They used a variational technique to determine the ground state’s energy and elec-

tron density, which had to be incorporated in the aforementioned equation. They

presupposed that the system’s ground state is linked to ρ(r), for which the energy

ETF is minimized in accordance with the constraint

∫

drρ(r) = N, (4.32)
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where N represents the amount of electrons overall in the atom. Therefore the vari-

ational principle must be satisfied by the ground state electron density

δ
{

ETF [ρ]− µTF
(

∫

ρ(r)dr−N
)}

= 0, (4.33)

which produces the chemical potential

µTF =
δETF [ρ]

δρ(r)
=

1

2

(

3π2
)

2
3ρ

2
3 (r)− φ(r), (4.34)

where the electrostatic potential caused by the nucleus and the entire electron distri-

bution at location r is φ(r)

φ(r) =
Z

r
−

∫

dr2
ρ(r2)

| r− r2 |
. (4.35)

Equation (4.34) and constraint (4.32) can be solved together to provide the electron

density, which can then be entered into equation (4.31) to produce the total energy.

This is the Thomas-Fermi theory [3] of the atom. The Thomas-Fermi technique might

be thought of as an approximation to the more precise theory in light of contemporary

DFT theory. It should be noted that the TF model doesn’t lead to in any atomic

binding to create solids or molecules.

4.2.2 The Hohenberg and Kohn Theory

The Hohenberg Kohn theorem, a core component of density functional theory (DFT),

is now a vital instrument for the investigation of matter’s electrical structure. The

Hohenberg-Kohn theorem, which is at the core of modern science and engineering, has

been greatly influenced by density functional theory, the most popular many-body

technique for computations of electronic structure. The Hohenberg Kohn theorem is,



Chapter 4: Density Functional Theory 57

as we know, the theoretical foundation for DFT. The Hohenberg-Kohn (HK) theo-

rems should therefore be the first topic of any discussion of DFT. Two well-known

theorems based on the Thomas-Fermi (TF) model were developed and proven by P.

Hohenberg and W. Kohn [1] and are typically referred to as the first and second

HK theorems. The Hohenberg-Kohn theorem demonstrated that the ground state

features of a system with a non-degenerate ground state are special functionals of

the ground state electron density. The Kohn-Sham equations gives us a procedure

for computing that density and thence those properties once the relevant functionals

are known to sufficient accuracy. Beginning with the Thomas-Fermi theory, Hohen-

berg and Kohn established a link between the electron density and the many-electron

Schrödinger equation (written in terms of ψ(r1, r2, ....., rn)).

Now let us consider the following discussions before starting the well-known Hohenberg-

Kohn theorems. An electronic Hamiltonian for a system of N electrons is defined as

H. When a system is in the Ψ state, which may or may not meet the equation

HΨ = EΨ. The following formula provides the average of a number of energy mea-

surements.

E[Ψ] =

〈

Ψ | H | Ψ
〉

〈

Ψ | Ψ
〉 (4.36)

where
〈

Ψ | H | Ψ
〉

=

∫

Ψ∗HΨdr (4.37)

and

E[Ψ] ≥ Egs. (4.38)

Energy Egs is the most crucial component of an electronic ground state. The varia-

tional principle allows us to calculate it. According to the variational principle, the
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energy calculated from a speculated ψ is an upper bound to the ground state en-

ergy Egs. The genuine ground state Ψgs and energy E[Ψgs]=Egs will be obtained by

fully minimizing of the functional E[Ψ] with regard to all permitted N -electrons wave

functions, that is,

Egs = min
Ψ
E[Ψ] =

〈

Ψmin | T+Vne +Vee | Ψmin

〉

. (4.39)

The variational principle thus specifies a method to ascertain the ground state wave

function Ψgs and, consequently, the ground state energy and other desirable features,

given a system of N electrons and nuclear potential Vext. In another sense, the nuclear

potential Vext(r) and the number of electrons N are both related to the ground state

energy

Egs = Egs[N, Vext(r)]. (4.40)

In theory, each of these systems’ characteristics can be thought of as a function of

the external potential Vext(r). According to the first Hohenberg-Kohn theorem, up to

a given constant, the non-degenerate ground-state density ρ(r) defines the external

potential Vext(r) in a unique manner [3]. This indicates that the external potential

Vext[ρ(r)] is a clearly defined functional expression of the density. Currently, it is

possible to write the system’s energy as

E =
〈

Ψ | H | Ψ
〉

=
〈

Ψ | T+Vne +Vee | Ψ
〉

=

∫

Vext(r)ρ(r)dr+
〈

Ψ | T+Vee | Ψ
〉

. (4.41)

The kinetic and interaction energy operators for the electrons are denoted by T and
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Vee, respectively, and H is the total Hamiltonian corresponding to Vext(r). Equa-

tion (4.41) is used for the proof of Hohenberg-Kohn first theorem.

The electron density ρ(r) and Vext(r) derived from it are known and all properties

can be evalutated. If there is an additional external potential V ′
ext(r) that differs

from Vext(r) by a larger amount than a constant, it can nevertheless produce the

same electron density for the ground state ρ(r). These would have two distinct

Hamiltonians, H1 and H2, with the same ground state electron density but separate

normalized wave functions, ψ1 and ψ2. Let us consider Egs and E ′
gs are the two

ground-state energies for the Hamiltonian H1 and H2 respectively. Considering that

wavefunction (ψ) is assumed to be non-degenerate [66], the Rayleigh Ritz minimal

(variational) principle results in,

Egs <
〈

Ψ2 | H1 | Ψ2

〉

=
〈

Ψ2 | H2 | Ψ2

〉

+
〈

Ψ2 | H1 −H2 | Ψ2

〉

= E ′
gs +

∫

[Vext(r)− V ′
ext(r)]ρ(r)dr. (4.42)

In a Similar way, we obtain

E ′
gs <

〈

Ψ1 | H2 | Ψ1

〉

=
〈

Ψ1 | H1 | Ψ1

〉

+
〈

Ψ1 | H2 −H1 | Ψ1

〉

= Egs −
∫

[Vext(r)− V ′
ext(r)]ρ(r)dr. (4.43)

Addition of equation (4.42) and equation (4.43) leads to the contradiction

Egs + E ′
gs < Egs + E ′

gs. (4.44)

As a result, it is established that the presence of a second potential, V ′
ext(r), which

yields the same ρ(r) but is not equal to Vext(r) + constant, must be incorrect. The

quantity of electrons, N , is also determined by ρ(r),
∫

drρ(r) = N. (4.45)
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Consequently, the total energy can be expressed as a function of the electron density

ρ(r) for a given Vext(r):

E[ρ(r)] = T [ρ(r)] + Ene[ρ(r)] + Eee[ρ(r)]

=

∫

Vext(r)ρ(r)dr+ FHK [ρ(r)], (4.46)

where

FHK [ρ(r)] = T [ρ(r)] + Eee[ρ(r)]. (4.47)

Here, it is important to notice that FHK [ρ(r)] is solely dependent on ρ(r) and un-

affected by any other potential vext(r). Therefore, FHK [ρ(r)] is a general functional

of ρ(r). So, the main challenge facing DFT is the explicit form of the functional

FHK [ρ(r)].

The second HK theorem introduces the energy variational principle into DFT

(i.e. the density obeys a variational method). According to this, with a trail density

of ρ1, where ρ1(r) ≥ 0 and
∫

drρ(r) = N ,

E[ρ1(r)] =

∫

vext(r)ρ1(r)dr+ F [ρ1(r)] ≥ Egs, (4.48)

and

∫

drvext(r)ρgs(r) + F [ρgs(r)] = Egs (4.49)

where

E[ρ1(r)] = T [ρ1(r)] + Ene[ρ1(r)] + Eee[ρ1(r)]. (4.50)

Therefore, Egs ≤ E[ρ1]. Assume, in accordance with the first Hohenberg-Kohn theo-

rem, that the ground-state wavefunction is ψgs and that it has a relationship to the
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electron density ρ(r). So, the external potential vext(r) is determined exclusively by

the ground-state ρ(r).

Let us assume that the trail density ρ(r) establishes its own wavefunction ψ1 with

a arbitrary variation from ψgs, We obtain

∫

drvext(r)ρ(r) + F [ρ] =
〈

Ψρ
min | vext +T+Vee | Ψρ

min

〉

≥ Egs (4.51)

corresponds to the ground state’s bare minimum property. Once more using the

minimal property, we obtain

Egs =
〈

ψgs | vext +T+Vee | Ψgs

〉

≤
〈

Ψ
ρgs
min | vext +T+Vee | Ψρgs

min

〉

. (4.52)

Now, when we remove the interaction from the external potential, vext, we obtain

〈

ψgs | T+Vee | Ψgs

〉

≤
〈

Ψ
ρgs
min | T+Vee | Ψρgs

min

〉

. (4.53)

The previous equation can only be accurate when

〈

ψgs | T+Vee | Ψgs

〉

=
〈

Ψ
ρgs
min | T +Vee | Ψρgs

min

〉

. (4.54)

Thus we have

Egs =

∫

drvext(r)ρgs(r) +
〈

ψgs | T+Vee | Ψgs

〉

=

∫

drvext(r)ρgs(r) +
〈

Ψ
ρgs
min | T+Vee | Ψρgs

min

〉

=

∫

drvext(r)ρgs(r) + F [ρgs]. (4.55)

We can obtain

〈

ψ1 | H | ψ1

〉

=

∫

ρ1vextdr+ T [ρ1] + Eee[ρ1]

= E[ρ1] ≥ Egs[ρ]. (4.56)
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Thus, the second Hohenberg-Kohn theorem is established. As a result, the energy

will only be at its lowest when the electron density is that of the ground state. The

basic assertion of density functional theory is reached by the two theorems mentioned

above.

δ
{

E[ρ]− µ
(

∫

drρ(r)−N
)}

= 0. (4.57)

According to the restriction that
∫

ρ(r)dr = N , the ground state electron density

and energy correspond to the minimum of some functional E[ρ], providing the ap-

propriate amount of electrons. The system’s electronic chemical potential µ serves

as the Lagrange multiplier for this restriction. Let µ(r)= δE[ρ]
δρ(r)

= Vext(r) +
δFHK [ρ]
δρ(r)

.

Equation (4.57) thus gives the Euler-Lagrange equation

µ(r)− µ = 0. (4.58)

Due to the Hohenberg-Kohn theorems, the ground state characteristics can be eval-

uated using only electron density serving as the variational factor and a universal

functional FHK [ρ]. As the universal energy functional FHK [ρ] exists, but its explicit

form is completely unknown. However, some approximations to FHK [ρ] are known to

us and can be used in equation:

Egs[N, Vext] = min
ρ, ρ→N

E[ρ, Vext] = Egs[ρ, Vext], (4.59)

for approximate solution, where ρ → N means
∫

ρdr = N . The energy functional

E[ρ, Vext] contains the classical Coulomb interaction between the electrons and nucleus

and between electrons and other electrons due to the density of electrons , which can

be separated as

E[ρ(r), Vext(r)] =

∫

Vext(r)ρ(r)dr+
1

2

∫ ∫

ρ(r1)ρ(r2)

| r1 − r2 |
dr1dr2 +G[ρ(r)]. (4.60)
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The difference between the actual electron-electron energy Eee and the electrostatic

interaction energy caused by the electron density ρ(r) is represented by the symbol

G[ρ(r)],

G[ρ(r)] = T [ρ(r)] + Exc[ρ(r)] (4.61)

where T [ρ(r)] is the kinetic energy of an electron system with a ρ(r) electron density

and Exc[ρ(r)] is the energy of exchange and correlation of an iteracting system.

4.2.3 The Kohn-Sham Equations

Density-functional theory was converted into a useful electronic structure theory by

Kohn and Sham in a work that was published in 1965 [2]. The connection between a

system’s ground state density and ground state wavefunction is described by the Kohn

and Sham equations. Kohn and Sham understood that the inaccurate description of

kinetic energy was a major factor in the Thomas-Fermi theory’s failure. The Thomas-

Fermi model’s kinetic energy functional, while provides a decent representation of a

molecular system, is far from reality. Kohn and Sham reintroduced an auxiliary

system of non-interacting electrons travelling in an effective field to overcome this

issue (in a manner similar to the Hartree-Fock strategy). The functional form of

FHK [ρ(r)] is expressed as a sum of non-interacting electrons kinetic energy (Ts), the

Hartree energy (EH), and the exchange and correlation energy (Exc) is the result of

combining all many-body quantum effects. As a result, the kinetic energy for this

system is computed precisely, and the system’s total functional energy may be divided

into the following components:

E[ρ] = Ts[ρ] + Eext[ρ] + EH [ρ] + Exc[ρ], (4.62)
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with the Hartree energy term EH = 1
2

∫ ∫ ρ(r1)ρ(r2)
|r1−r2|

dr1dr2 and external potential en-

ergy term Eext[ρ] =
∫

Vext(r)ρ(r)dr. When compared to the first term, Ts[ρ(r)] the

kinetic energy functional of a system of electrons with density ρ(r) and no interac-

tions is given by equation equation (4.62), and the last term represents the exchange

correlation energy functional defined as:

Exc[ρ] = (T [ρ]− Ts[ρ]) + (Eee[ρ]−EH [ρ]). (4.63)

Where the classical electrostatic energy of a charge density ρ(r) is described by the

Hartree term EH , which stands for electrostatic energy of the electronic system under

the mean-field approximation. The difference between the real electrostatic energy

Eee and the mean field term, also known as the Hartree term, EH , makes up the

majority of the exchange correlation energy (Exc[ρ]), however it also includes kinetic

energy T [ρ]− Ts[ρ].

With the exception of the exchange correlation energy (Exc), the Kohn-Sham

equations can accurately express all of the aforementioned components in terms of

the electronic density ρ(r). The main goal of the Kohn-Sham technique is to estimate

the kinetic energy of the real (interacting) system by taking into account an auxiliary

system of N non-interacting electrons. They suggested that the electronic density

may be described as the sum of a collection of N non-interacting single particle

wavefunctions ψi, commonly known as KS orbitals

ρ(r) =

N
∑

i

| ψi |2. (4.64)

The Kohn-Sham kinetic energy functional term can be written as

Ts[ρ] =
N
∑

i

−1

2

∫

ψ∗
i (r)∇2ψi(r)dr. (4.65)
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It has an orbital-specific dependence. The exchange correlation term Exc[ρ] and all

other terms, which are derived from the single particle wave functions from which

the density is determined, only implicitly depend on the orbitals. The reduction of

E[ρ(r)] with respect to the density of electrons ρ(r) subject to the constraint that

the amount of electrons must be constant, which leads to the central equation in

Kohn-Sham density functional theory (KS −DFT )

[

− 1

2
∇2 + VKS(r)

]

ψi = εiψi, (4.66)

with an one-body effective fictitious external potential,

VKS(r) = Vext(r) +

∫

ρ(r1)

| r− r1 |
dr1 + Vxc[ρ(r)]. (4.67)

This equation has one electron orbitals ψi and is similar to Schrödinger equation for

one electron. The energies of the Kohn-Sham one-electron orbitals are ε. This must

be solved interactively because it is a single particle equation that resembles Hartree-

Fock. It should be noted that the Vks(r) is dependent on the ρ(r) via equation (4.64).

As a result, the Kohn-Sham equation requires a self-consistent solution. To obtain

the Kohn-Sham orbitals, the usual technique is to first create the Vks(r) using equa-

tion (4.66) as a starting point. A new density is derived from equation (4.64) based

on these orbitals, and the procedure is repeated until convergence is reached. The

ground state density ρ(r) and the Kohn-Sham eigenenergies can be used to calculate

the total energy as follows

E =

N
∑

i=1

εi −
∫

d3r
[1

2
VH(r) + Vxc(r)

]

ρ(r) + Exc[ρ(r)]. (4.68)

We could precisely determine the ground state density and total energy if we knew

the values of every term in the KS energy functional. Unfortunately, the undefined
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term in equation (4.62) is the exchange-correlation energy functional Exc. This term

Exc refers to both the component of the kinetic energy of the actual system that

differs from the system of non-interacting electrons as well as the non-classical part

of the electron-electron interaction (electron exchange and electron correlation). The

main challenge facing modern DFT at this time is determining an approximation for

the exchange correlation energy functional that is accurate enough. The local density

approximation (LDA), which was proposed by Kohn and Sham [2,3], is an exact ex-

pression for the exchange correlation (XC) energy functional for the uniform electron

gas (UEG) system. Since Exc is not known precisely, it is required to approximation

it, which is the subject of the following section.

4.3 Exchange-Correlation Energy Functionals

In order to treat the electronic energy precisely using the KS-AIMD approach, the

exchange- correlation energy has been the focus of extensive research. The most im-

portant step is to approximate the electrical density by replacing many body terms

with exchange-correlation interactions. As a result, it is assumed that the original

many-body interacting system’s ground state density is equivalent to that of an inde-

pendent N electrons system. The exchange correlation functional is the ground state

energy contribution in the KS-DFT technique that requires practical approximations.

The OF-DFT approach, like the KS-DFT method, also employs the exchange corre-

lation functional. The quality of the exchange correlation has a significant impact on

how well a DFT computation system performs. Because of the Pauli exclusion prin-

ciple, the exchange results from anti-symmetry. However, the correlation takes into
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consideration the remaining complex many-body effects that require a large number

of determinants to be properly explained. The problem of finding exact form of Exc

is the greatest challenge in the DFT because Exc is not known that we have already

mentioned before. It will be very difficult to express Exc in a closed mathematical

form. Finding of such mathematical form would be considered as a great success in

the density functional theory. It is required to apply an approximation for Exc since

the form of exchange correlation energy in terms of the density ρ(r) is typically un-

known. There are two different kinds of approximations for Exc. In particular, these

are the local density approximation (LDA) and the generalized gradient approxima-

tion (GGA).

4.3.1 Local Density Approximation

The Local Density Approximation (LDA), which makes use of the results of cal-

culations involving numerous bodies of the uniform electron gas. LDA is the first

approximation for the exchange correlation (XC) functional Exc[ρ]. It treats the elec-

tron gas locally at r as though it were a uniform electron gas (UEG) with a mean

density of ρ(r).

This approximation was first developed by Kohn and Sham [2]. Strictly speaking,

the LDA is only valid if the density ρ(r) fluctuates very slowly with r. The system’s

total exchange-correlation energy, Exc[ρ], can be expressed using LDA to the DFT

ELDA
xc [ρ(r)] =

∫

ρ(r)drεLDAxc [ρ(r)], (4.69)

where, εLDAxc denotes the exchange correlation energy per particle of the interacting

homogeneous electron gas density ρ(r). It is customary to divide the LDA exchange-



Chapter 4: Density Functional Theory 68

correlation energy per electron into an exchange part and a correlation part,

εLDAxc [ρ(r)] = εLDAx [ρ(r)] + εLDAc [ρ(r)]. (4.70)

The exchange component is straightforward and provided by the Dirac functional [67]

εLDAx [ρ(r)] = −3

4

(

3

π

)
1
3

ρ(r)
1
3 . (4.71)

However, the correlation energy εLDAc [ρ(r)] to be more difficult. The precise out-

comes for εLDAc [ρ(r)] have been established by Ceperley and Alder’s [68] Quantum

Monte Carlo (QMC) simulations. The common LDA functionals for εLDAc [ρ(r)]

are the Perdew-Wang (PW) [69], Perdew-Zunger (PZ) [70], and Vosko-Wilk-Nusair

(VWN) [71] functionals. The Perdew-Zunger approximation is typically used to ap-

proximate the correlation [70]. It has the form

εLDAc [ρ(r)] =



















0.0311 lnrs − 0.0480 + 0.0020 rs lnrs − 0.0116rs for rs < 1

− 0.1423

1+1.0529rs
1
2+0.3334rs

for rs ≥ 1.

(4.72)

Where rs =
(

3
4πρ

)
1
3

. This is used in the present simulation. The functional derivative

of ELDA
xc [ρ(r)] gives the exchange correlation potential within LDA,

V LDA
xc =

δELDA
xc [ρ(r)]

δρ(r)
= εxc[ρ(r)] + ρ(r)

∂εxc[ρ(r)]

∂ρ(r)
. (4.73)

4.3.2 Generalized Gradient Appproximation

In addition to the local charge density, the exchange correlation energy is also influ-

enced by the gradient of the local charge density. Generalized gradient approximations

(GGA) are more complex approximations that take into account density gradients as
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well as the density at r; one that is frequently used is attributed to perdew et.al. In

other words, for materials close to the homogenous electron gas, the LDA is suitable

for smooth ρ(r). However, inhomogeneous systems like molecules, clusters, or lay-

ers cannot be accurately predicted using LDA. GGAs are frequently referred to be

semi-local functionals because of their reliance on ∇ρ(r). GGAs can produce more

accurate findings than LDAs for a variety of parameters, such as molecular and solid

ground state energies and geometries. Many GGAs are much better than LDA, par-

ticularly for covalent bonds and weakly bound systems. The generalized form of the

GGA approximation to Exc[ρ(r)] is

EGGA
xc [ρ(r)] =

∫

ρ(r)εGGAxc

[

ρ(r), | ∇ρ(r) |
]

dr (4.74)

as well as the standard method for creating a GGA functional is to express the

correlation energy as

EGGA
xc [ρ(r)] =

∫

ρ(r) εLDAxc [ρ(r)]dr+

∫

Fxc[ρ(r), | ∇ρ(r) |]dr, (4.75)

where Fxc[ρ(r), | ∇ρ(r) |] is recognized as the exchange correlation enhancement fac-

tor. Contrary to the LDA, the GGA does not have a single form; rather, it is capable

of a wide range of appropriate modifications [72–75], each of which corresponds to a

different enhancement factor. Applying the GGA to molecules considerably improves

its ability to mitigate the effects of LDA overbinding [76]. The most often used GGA

is the Perdew-Burke-Ernzerhof (PBE) functional [74].
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4.4 Pseudopotentials

The idea of pseudopotentials will be introduced in this section. It is commonly

known that valence electrons rather than securely bonded core electrons play a major

role in determining the most intriguing physical features of solids. Because of this,

the theory incorporates the pseudopotential approximation. The pseudopotential

approximation makes use of the fact to substitute weaker pseudopotentials for the

core electrons, including the nucleus, acting on a set of fictitious wavefunctions rather

than the actual valence wavefunctions. It is possible to optimize the pseudopotential

so that it is actually even weaker than the potential of the frozen core [77].

The nuclei and core electrons are viewed as a single entity that interacts with the

valence electrons via the external potential Vext, which is often the pseudopotential.

The solid is made up of lighter electrons and heavier nuclei. In many problems of

molecular and atomic physics, the electrons of the system can be separated into the

category of valence electrons and core electrons per atom.

The core electrons are tightly bound near the nuclei which known as core region.

The fundamental concept involved in a pseudopotential calculation is that the ion

core can be neglected. Because only the valence electrons are engaged in chemical

bonding, the core electrons are strongly linked to their host nuclei, which is why

pseudopotentials are used. The core electron density for isolated atoms is considered

to have the same form in the pseudopotential approximation. The nuclear potentials

that the valence electrons observe are screened by the core electrons. However, com-

pared to valence electrons, core electrons have a far lower energy. As a result, valence

electron wave functions have a significant oscillation component in the interior areas



Chapter 4: Density Functional Theory 71

due to the necessity of orthogonal wave functions. In order to adequately represent

the valence electron wavefunctions, many more basis functions are required.

Pseudopotentials are fictional potentials that operate in the interior of an atom,

replicating the screening action of the core electrons within the core area, which is

governed by the cutoff radius. Outside of the core region, wave functions and poten-

tials are both adapted to mimic the genuine ones. The ability of a pseudopotential

to reproduce precise findings for all-electron computations is what is known as its

transfer-ability, or quality.

The Kohn-Sham equation is then immediately inverted using the pseudo wave

function ψpsl to create the pseudopotential. Since a pseudopotential is not singular,

many ways of creation are also available. There are various ways to generate a pseu-

dopotential because it is not unique [78]. The four criteria that the pseudopotentials

are required to follow in the reference configuration, or the atomic configuration for

which the pseudopotential is generated, were developed by Hamann, Schlüter, and

Chiang to guarantee the best smoothness and transfer-ability.

(i). The reference configuration is supported by both all-electron and pseudo eigen-

values.

Ĥ|ψAEnl 〉 = ǫnl|ψAEnl 〉 (4.76)

(

Ĥ + V̂nl

)

|ψPSnl 〉 = ǫnl|ψPSnl 〉 (4.77)

(ii). Beyond a specific cutoff, Rc, AE and PS wavefunctions are in agreement.

ψAEnl (r) = ψAEnl (r) for r ≥ Rc (4.78)
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(iii). The integration of real and fictitious norm squares from 0 to r for all r < Rc is

consistent.

∫ r

0

|φAEnl |2r2dr =
∫ r

0

|φPSnl |2r2dr (4.79)

(iv). For any r < Rc, the logarithmic derivatives and their energy derivatives are

consistent.

[(rφAE(r))2
d

dE

d

dr
lnφAE(r)]R = [(rφps(r))2

d

dE

d

dr
lnφps(r)]R (4.80)

Items 1 and 2 are self-evident. According to the Gauss theorem, item 3 is required

in order for the electrostatic potential outside of the core region where r < Rc is

the same for the real and pseudo wavefunctions. To improve transfer-ability and

replicate real potential phase changes in the scattering sense, 4 is finally required.

The eigenvalues vary when we transition from an atom to another environment, like

a solid or molecule. This shift in linear order is replicated by a pseudopotential that

satisfies this item. A demonstration that item 4 is implied by item 3 can be made

using the Friedel sum rule. The actions listed below must be taken in order to create

a pseudopotential that preserves norms:

(1). The all-electron atomic system must be resolved.

(2). Choose which states should be considered valence and which should be consid-

ered core.

(3). Create the pseudopotentials Vnl(r), for the valence states. There are various

ways to do that. Here, we provide a description of the Kerker approach. For

the core region, we use a parameterized analytical function in this approach.
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Kerker’s preferred analytical form is φpsnl = ep(r), where ep(r) is a fourth-order

polynomial matching the genuine solution and its numerous derivatives at Rc.

(4.) Inverting the Schrödinger equation after obtaining a form for the pseudowave-

function results.

Vnl,total(r) = ǫ− [
l(l + 1)

2r2
−

d2

dr2
φPSnl (r)

φPSnl (r)
]. (4.81)

Remember that the variable we are working with, φ(r), has the definition ψ(r) =

rφ(r).

(5.) Inversion of the SE equation yields a potential Vl,total(r) that is not only the

desired ionic potential but also takes into account contributions from the Hartree

and exchange-correlation factors. Therefore, these two contributions must be

subtracted.

Vnl(r) = Vl,total(r)− V PS
Hxc(r) (4.82)

where it is determined for the pseudowavefunctions what the Hartree and xc contri-

butions are un-screening is the name of this procedure. The V ′
nls cannot be found in

any particular way. Two competing factors are present:

(1.) adequate transfer-ability ⇒ small rc.

(2.) Large rc ⇒ more fluid pseudopotentials.

These two limitations should be balanced in a decent pseudopotential.

The pseudopotential potential may be either local or non-local. Both the non-

local and local form of pseudopotential give accurate prediction for the properties

of materials [79]. Particularly, the non-local pseudopotentials are depending on the
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energy eigenvalue. Therefore, the precise form of pseudopotential is rather complex

and its formulation is therefore often difficult. The two most popular non-local pseu-

dopotential are norm conserving pseudopotentials and ultrasoft pseudopotential. The

all-electron and pseudo wave functions must concur outside of a specified radius Rc

in order for the pseudopotentials to be norm-conserving. Additionally, the integral

density inside Rc is the same for both the all-electron wave function and the pseudo

wave function (“norm conservation”). Numerous writers have created various types of

norm-conserving pseudopotentials, including Troullier and Martins [80], Kerker [81],

Hamann, Schlüter and Chiang [82], Vanderbilt [83], and Goedecker-Teter-Hutter [84].

Ion locations are the only factors that affect the local model pseudopotential. As a

result of the computations’ simplicity, they are typically employed to examine the

properties of the matter. Up till present we have observed that for the construction

of the local potential one must consider:

(i). The interaction between electrons and ions through the bare-ion local potential.

(ii). In Hartree screening, Coulomb interactions with the other conduction electrons

are taken into consideration.

(iii). Correlation and exchange effects.

The KS-AIMD approach often uses non-local pseudopotentials that are fitted to cer-

tain free atom properties [80,86–88]. But the fundamental variable in the OF-AIMD

technique is the valence electron density. Since there are no orbitals, the pseudopo-

tential must simply be a function of radius and be independent of angular momentum.

They cannot be employed in the OF technique since they are nonlocally specified.
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Figure 4.1: Schematic diagram of pseudopotential method [85], VAE , ΨAE are the all
electron potential and wave function, respectively.

For the OF-AIMD simulation method, local pseudopotentials (LPS) are therefore re-

quired. As a result, we have here utilized a local ionic pseudopotential proposed by

Bhuiyan et al. [51]. Figure 4.1 depicts the idea of pseudopotential in a schematic

manner [85]. The pseudopotential is clearly shown in Figure 4.1 to be significantly

less than the all-electron potential, and the pseudo wave function lacks a radial node

inside the core region. Additionally, we observe that the pseudopotential and wave

function outside the core region match up with the equivalent all-electron ones. When

used in conjunction with the OF-AIMD approach, the current local ionic pseudopo-

tential has produced a good description of a number of static and dynamic features

of the liquid NaxK1−x binary alloy at thermodynamic states above and close to their

respective melting temperatures. The pseudopotential used in our purpose has the
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form

vps(r) =



















A +B exp(−r/a) for r < Rc

−Z
r

for r > Rc,

(4.83)

where a stands for softness parameter, Rc stands for the core radius, A and B stands

for constants. Additionally, the requirement that the logarithmic derivative of the

potential inside and outside the core precisely corresponds at the core radius has

established the parameter B. By requiring that the OF-AIMD simulation replicate

the observed static structure factor, the other parameters Rc, A and a have been

fixed. The values of the parameters Rc, A and a used in our calculations are listed in

the Table 6.1. The form factor of vps(r) in reciprocal space is

vps(q) =
1

V

[

cos qRc

{

− 4πARc

q2
− 4π

q2
− 4πBa2Rce

−Rc
a

(1 + a2q2)
− 8πBa3Rce

−Rc
a

(1 + a2q2)2
}

+

sin qRc

{4πA

q3
− 4πBaRce

−Rc
a

q(1 + a2q2)
+

4πBa4qe−
Rc
a

(1 + a2q2)2
− 4πBa2e−

Rc
a

q(1 + a2q2)2
}

+

4π

q2
+

8πBa3

(1 + a2q2)2
]

where, the constant B is given by B = Aae
Rc
a

Rc−a
and V is the volume of a system.

4.5 Orbital Free Density Functional Theory

The electron density is still used as the primary variable in the OF approach [52,89,

90], which is based on the KS evolution of DFT. As a result of the removal of the KS

orbitals, memory requirements scale with system size linearly rather than quadrati-

cally as they would have under the KS strategy. With the assumption that the Ts[ρ]

is straightforward to calculate, there are also significant computational time savings
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because just the electronic density distribution needs to be adjusted rather than the

entire collection of orbitals. There is no longer a need for expensive Brillouin zone

sampling and orbital orthogonalization. The OF scheme’s reductions in processing

time and memory enable simulation of considerably larger systems for longer simu-

lation times than would otherwise be achievable. Nevertheless, an explicit form for

Ts[ρ] is necessary, and since only approximations for Ts[ρ] are available, errors in the

kinetic energy are created, which can have major consequences given that the kinetic

energy is of the same magnitude as the total energy. The total energy function of

OF-DFT is construct by taking approximations in the KE functional and the external

potential energy functional of KS-DFT. Therefore, the functional approximations for

kinetic energy (KE) and external potential energy are the primary distinction between

KS-DFT and OF-DFT. In KS-DFT theory, the KE depends on the KS fictitious or-

bitals for non-interacting system while the external potential energy is described by

the non-local pseudopotentials. On the other hand the KE in OF-DFT depending

on the density of electrons and external potential energy is described by the local

pseudopotentials.

In KS-DFT, the numerical value of Ts[ρ] might be precisely determined although

it is not directly derived from density. It is accomplished by using a collection of

N one electron wave functions (KS orbitals) to resolve the N linked KS equations

that characterize the imaginary non-interacting system. The resulting KS-DFT has

been successful in many applications by applying these results combined with the

comparatively straightforward approximations for the minor contribution term Exc.

Multiple approximations to the exchange correlation term exist [69–71] which provide
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acceptable accuracy in simulation to study specific properties for specific class of

materials. Different approximations are used in different applications. As there are

more electrons than orbitals, KS-DFT requires that at least that many orbitals be

computed (or pairs thereof). As VKS relies on ρ, the KS equation must also be solved

iteratively. The orbitals’ basis sets must be expanded significantly as the part of the

solution. The O(N3) scaling of computing cost with the amount of electrons that

results from the utilization of the KS orbitals is often quite expensive. The use of

DFT to very large systems is hampered by this cubic scaling. Despite of all limitations

we need for a routine ab initio calculation on large systems. The basic algorithm of

KS-DFT to determine the ground state energy and the density of a system of N

electron moving in a specific Vext(r) is then as follows:

(i). Guess an initial density, ρ(r).

(ii). Computation of the potential using

VKS(r) = Vext(r) +

∫

ρ(r1)

| r− r1 |
dr1 + Vxc[ρ(r)].

(iii). Find the N lowest-energy solutions of SE

[

− 1

2
∇2 + VKS(r)

]

ψi = εiψi.

(iv). Construct a new density from the wave functions for all occupied states,

ρ(r) =
N
∑

i

| ψi |2.

(v). If the density does not converge, go to step (ii).
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(vi). Determine the ground state energy based on

E =

N
∑

i=1

εi −
∫

d3r
[1

2
VH(r) + Vxc(r)

]

ρ(r) + Exc[ρ(r)].

The bottleneck of KS-DFT could be removed if there were a proper treatment of the

KE using the electron density only. The goal of Hohenberg and Kohn’s DFT was to

represent the ground state energy in terms of charge density without the use of wave

functions; this type of DFT is known as orbital free DFT. The scaling of OF-DFT is

linear. This idea was inspired by an earlier theory of density functional put out by

Thomas [64] and Fermi (TF) [65], which states an accurate energy for the system of

a homogeneous electron gas with no interactions. The name of this functional is TF

energy functional. Depending on the number of orbitals, the KS theory requires a

lengthy computation time. The total energy can be calculated quickly if the kinetic

energy can be calculated without having to solve the KS equations. The most effective

method for addressing big systems (> 1000 particles) within realistic processing time

frames [91–100] among all first-principles techniques for calculations dependent on

DFT [1,2] is the linear scaling OF-DFT. The OF-DFT approach does not solve self-

consistently for one-electron orbitals and only uses the electron density, a function of

three coordinates, as its major variational parameter [90], in contrast to conventional

orbital-based first-principles techniques like Hartree-Fock [101–103] and KS-DFT [2] .

As a result, all expenses related to orbital manipulation, such as orthonormalization,

are removed. The benefit of adopting OF-DFT for periodic systems is even more

significant because no k-point sampling is required, resulting in orders of magnitude

savings for metallic systems in particular [91].

Although the first version of OF-DFT, the TF model [64, 65], first appeared far
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earlier than it is now employed, KS-DFT and OF-DFT have not yet taken over as

the most popular quantum mechanics technique for usage in real-world applications.

The inability of kinetic energy density functional (KEDF) to be transferred is the

main barrier to implementing OF-DFT. The original Hohenberg-Kohn theorems [1]

may be used to their full potential if this roadblock could be overcome. There are

several KEDF approximations exist in literature [20,64,65,104–106]. The TF kinetic

Orbital-free approach Kohn-Sham approach

Find approximation for the
universal functional, FHK [ρ]

Compute the ground state
density ρ(r) by minimising
E[ρ] = FHK [ρ] + Eext[ρ]

Compute the ground
state energy Eg[ρ]

Find an effective po-
tential Veff (r) =VKS(r)
such that ρ

KS
(r) = ρ(r),

ground state density

Find the molecular or-
bitals ψi by solving

[

− 1
2
∇2 + VKS(r)

]

ψi = εiψi

Build the ground state
density ρ(r) from the

molecular orbitals

Compute the ground
state energy Eg[ρ]

Figure 4.2: Orbital-free approache vs. Kohn-Sham DFT approache.

energy functional TTF [ρ(r)] = 3
10

(

3π2
)

2
3
∫

ρ
5
3 (r)dr is true for gradually changing den-

sities but not enough for application in rapidly diverse densities. Therefore, von

Weizsäcker [104] developed a correction term for the TF energy functional that is

TW [ρ(r)] = 1
8

∫ |∇ρ(r)|2

ρ(r)
dr. It is known as the von Weizsäcker kinetic energy functional
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and is for the singlet states [104] with one and two electrons. The T homas-Fermi-von

Weizsäcker KE functional is a linear mixture of these two simplest approximations,

the TF and von Weizsäcker KE functional. It has seen to appear in many OF-DFT

applications [107]. According to Jones and Young [108, 109], the von Weizsäcker en-

ergy functional provides the proper second-order kinetic energy for the fast varying

density limit while the TF energy functional provides the correct one for the slowly

varying density limit. Figure 4.2 displays the processes in the OF-DFT and KS-DFT

calculations.

4.5.1 Kinetic Energy Functional Approximmation

The major characteristic that sets apart the OF from the whole KS scheme is the

inclusion of an explicit electron kinetic energy functional, Ts[ρ]. The theorems of Ho-

henberg and Kohn demonstrate the existence of such a functional, but little is known

about its form. In comparison to the work on the electronic exchange-correlation

energy functional, Exc[ρ], little progress has been made on Ts[ρ]; however, the possi-

bility of an accurate OF-AIMD scheme has sparked interest, leading to the proposal of

several approximative functional. In some limited circumstances, approximate forms

have developed based on the known forms of Ts[ρ].

A crucial component of a system’s total energy functional is the kinetic energy

functional, Ts[ρ]. The von Weizsäcker term TvW [ρ(r)] is usually regarded as being

necessary for an accurate description of kinetic energy [104]. It is accurate for sys-

tems with one or two electrons and applies when densities are quickly changing. To

accurately duplicate certain precisely known boundaries [52], additional terms are
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typically added to the functional. The Thomas-Fermi functional yields the precise

kinetic energy in the limit of uniform density

TTF [ρ] =
3

10

∫

ρ(r)kF (r)
2dr, (4.84)

Here, kF (r) =
(

3π2ρ
)

1
3 represents the local Fermi wave vector. The Lindhard function

χL(q, ρ0) [10,110], which corresponds to a uniform non-interacting electron gas, is used

to calculate the response function in the case of approximately uniform density, where

the linear response theory (LRT) is true.

The enormous benefits of the OF-AIMD simulation have sparked a growing in-

terest in the creation of precise kinetic energy functional. Based on Perrot’s [106]

research as a starting point, Madden and co-workers [111, 112] improved functionals

that accurately recover the Thomas-Fermi and linear-response limits and addition-

ally include the quadratic response. Following their examination of these functionals,

Wang et al. [113,114] proposed a linear combination of these functionals as a suitable

form for Ts. They also obtained another expression that has kernels that rely on the

density. These functionals’ lack of positive definiteness is an undesirable trait, which

means that minimizing the energy functional could result in an irrational amount

of negative kinetic energy. A third kind of kinetic energy functional was created by

Chacón et al. [115]. It uses a “averaged density” to recover the uniform density and

LRT limitations. García-González et al. [116–118] explored and generalized their func-

tional. Although they have the advantage of being positive definite, these functionals

are more difficult to apply and call for N orders more fast Fourier transformations

(FFT) than simpler functionals. Due to this, the OF-AIMD technique loses some of

its advantages over the entire Kohn-Sham method [52].
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4.5.2 Simplified Average Density Form for Ts[ρ]

The KE functional is the key portion for OF-DFT method. Therefore, a valid density

functional for the kinetic energy (KE) is required for an accurate OF-DFT compu-

tation. We have employed a precise yet explicit functional of the valence electron

density for Ts[ρ]. The averaged density methodology developed by Chacón, Alvarel-

los and Tarazona and García- González et al. has been simplified by González et al.

and employed in the majority of applications of the OF-AIMD method discussed in

this thesis. There were a number of formulas suggested for Ts[ρ], and in the neigh-

borhood of the current study, we employed an averaged density model [52, 116–119]

with the following form

Ts[ρ] = TvW [ρ] + Tβ[ρ] (4.85)

TvW [ρ(r)] =
1

8

∫ | ∇ρ(r) |2
ρ(r)

dr (4.86)

Tβ [ρ] =
3

10

∫

drρ(r)
5
3
−2β k̃(r)

2
(4.87)

where, k̃(r) = (2k0F )
3
∫

dsk(s)wβ(2k
0
F | r− s |) ≡ ωβ(2k

0
F r) ∗ k(r) (4.88)

k(r) = (3π2)
1
3ρ(r)β. (4.89)

Here k0F being the Fermi wave vector associated with the average electron density

ρ0 = Ne

V
. In equation (4.87), the weight function wβ(x), is selected to ensure that

the linear response theory and Thomas-Fermi limits are accurately recovered. It is

important to note that k̃(r) appears as a convolution that can be quickly executed

using standard FFT techniques. This functional, which was employed by Gómez et

al. [120] to analyze extended liquid Cs earlier, is one of the generalizations with β = 1
3
.
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González et al. [52] provide the functional details, which are replicated in Appendix

B. The following are the key features of the KE functional:

(i). The largest value of the real positive number β that still results in a weight

function that behaves mathematically is ≈ 0.6.

(ii). The limit of LRT and uniform density are recovered by the functional, which is

positive definite.

(iii). The von Weizsäcker term is recovered if β = 4/9, however for other values of

β, the limit is TvW +CTTF when the mean electron density vanishes at k0F → 0

(for a finite system, for example).

(iv). It is anticipated that for values of β > 0.5, the driving force for the dynamic

minimization of the energy, µ(r)ψ(r) [see equation 4.73], will stay finite even

for extremely low electronic densities ρ(r).

Due to the presence of significant inhomogeneities in the atomic distribution and,

consequently, in the electron density, which has parts where it decreases significantly,

the last two qualities described above are crucial in the case of expanding liquid met-

als. In fact, this circumstance has already been seen in iterative ab initio simulations

of expanding liquid Na [121]. A functional with a value of β as close as feasible to

4/9 would be advised in systems where the occurrence of solitary atoms or clusters

is likely. The von Weizsäcker term would be appropriate in these systems. For the

current simulations, we used β = 0.51, which yields C = 0.046 [52] in the limit

ρ0 → 0 and ensures that, at least for the preferred thermodynamic states, µ(r)ψ(r)
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stays finite and is not excessively large everywhere so that energy minimization can

be accomplished.

4.5.3 Energy Minimization Technique in OF-DFT

The key components of the energy functional as well as its calculation methodology

are covered in this section. The majority of models for liquid metals that can be

thrown into the category of simple liquids depict them as organized in the short term

but disordered in the long term. Take into account that each of the N valence Z ions

is maintained in a volume V and interacts with the Ne = NZ valence electrons via

the potential v(r). Within the Born-Oppenheimer approximation, the total potential

energy of the system can be expressed as the product of the energy of direct ion-ion

Coulombic interactions and the energy of the electronic system’s ground state under

the external potential provided by the ions, Vext(r, {Rl}) =
∑N

i=1 v(|r−Ri|),

E[ρ, {Rl}] =
∑

i<j

Z2

|Ri −Rj |
+ Eg[ρ(r), Vext(r, {Rl})] , (4.90)

where ρ(r) represents the ground state valence electronic density and Rl (l = 1, 2, . . . N)

represents the ionic locations. Now, in accordance with the DFT, the energy func-

tional E[ρ] as specified in equation (4.43) is minimized by the ground state valence

electronic density, ρ(r). The ground state is derived from the variational principle for

a certain set of ionic locations {Rl}, that is, for a specific external potential Vext,

δF
δρ(r)

≡ δ

δρ(r)
(E[ρ, {Rl}]− µ

∫

ρ(r)dr) = 0, (4.91)

where, µ is an electron’s chemical potential that is selected to produce the appropriate

number of electrons Ne. We define the position dependent chemical potential, µ(r),
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by the equation given as:

µ(r) =
δE

δρ(r)

=
δTs
δρ(r)

+
1

2

∫ ∫

ρ(r2)

| r− r2 |
dr2 + Vext(r) + Vxc(r), (4.92)

with Vxc = δExc

δρ(r)
, the density and energy of the ground state are found self-consistently

by solving the equation

δF
δρ(r)

≡ µ(r)− µ = 0, (4.93)

together with the normalization constraint

G[ρ(r)] =

∫

v

ρ(r)dr = Ne. (4.94)

We have discovered that working in terms of a single effective orbital, ψ(r) rather

than ρ(r), is more convenient, such that

ρ(r) = | ψ(r) |2, (4.95)

and to vary ψ(r) rather than ρ(r) [89,111,112,122–127]. If ψ is genuine, this has the

benefit of maintaining ρ(r) ≥ 0.

The effective orbital, ψ(r) can be expanded into Fourier series in plane waves that

are acceptable to the simulation’s basic cubic periodic boundary conditions as

ψ(r) =
∑

G

cGe
−iG.r (4.96)

cG =
1

V

∫

v

drψ(r)eiG.r (4.97)

G =
2π

L
(n1, n2, n3), (4.98)
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where, V denotes the cell’s volume, L denotes the cube’s side, and G denotes the

super lattice’s reciprocal lattice vector. With respect to wave vectors, this expansion

is terminated at Ecut cutoff energies. An actual ψ(r) means that, given a real c0,

c−G = c∗G. As a result it is just necessary to treat the half-set {c−G} as variables.

Instead of focusing on the electron density, the energy minimization now takes into

account{c−G}. This results in the equations below

∂F
∂c0

= 2

∫

v

drµ(r)ψ(r)− 2µV c0 = 0, (4.99)

∂F
∂cG

= 4

∫

v

drµ(r)ψ(r)eiG.r − 4µV cG = 0. (4.100)

A simple quenching method is employed to perform the minimization energy func-

tional at every step in time of the simulation. A fictitious kinetic energy for electrons

Te =
1

2
Me

∑

G

| ċG |2 (4.101)

is introduced following Car and Parrinello [17], where Me is the fictitious mass of

electrons and the dot stands for the derivative in relation to the imaginary time te.

This kinetic energy is translated in terms of the set cG, and when combined with

the “potential energy” F it yields the equation of motion for the electron density (∀

cG ∈ {cG}) shown as [52]

Mec̈G = −2

∫

v

drµ(r)ψ(r)e−iG.r + 2µV cG. (4.102)

By employing the Verlet Leap-frog technique [6] and an electronic time step, ∆te,

these equations are numerically solved. Every time step, the velocities are reduced

until the minimum is attained while staying within the predetermined tolerances

Te for the gradient of the potential energy, F . Since the chemical potential µ is
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unknown prior to the minimization, its stationary value should be substituted for µ

in equation (4.102).
∫

drµ(r)n(r)
∫

drn(r)
, (4.103)

yields a satisfactory convergence to the ground state with the “displaced” density

n(r) = ρ(r) − ρ0 at each time step [52]. Using the Hellmann-Feynman theorem, the

inter atomic forces can be calculated from the electronic ground state

Fi = −∇Ri
Eg[ρ(r), {Rl}], (i = 1, . . . , N), (4.104)

and the Newton’s equations of motion for the ions

d2Ri

dt2
=

Fi

Mi
(4.105)

numerically solved through the Verlet Leap-frog algorithm [6] with a suitable time

step, ∆t.



Chapter 5

Liquid State Theorey and Properties

of Liquid Metals

Understanding and forecasting the characteristics of dense fluids and materials re-

quires a molecular description of matter that is based on statistical mechanics the-

ories and computer simulation. This chapter describes the theories relating to the

static properties and the dynamic properties of the liquid systems and their alloys.

We have also discussed the technique how these properties of the liquid systems are

being calculated. In the present work the description of the properties namely, the

static structural factor, Sij(q), the pair correlation function, gij(r), isothermal and

adiabatic compressibility, χT , coordination number, nij , self-intermediate scattering

function (SISF), F s(q, t), intermediate scattering function (ISF), F (q, t), self-diffusion

coefficient, Ds, dynamic structure factor (DSF), Sij(q, ω) and shear viscosity, η, are

given. The transport coefficient of the system such as the adiabatic sound velocity

(ASV), cs, is determined by the dispersion curve’s slope, which is derived from the

89
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side peaks of the DSF. The structural and dynamic characteristics of the systems

under thermodynamic equilibrium will be the main focus.

5.1 The Static Properties

This section offers a concise summary of the theories relating to static features such as

the coordination number, paircorrelation function (PCF), isothermal and adiabatic

compressibilities and static structure factor (SSF). We now focus on the challenge of

analyzing the data from the MD simulation in order to investigate the characteristics

derived from the phase-space trajectory. This section can be split into two parts: the

static properties and the dynamic properties. Dynamic properties rely on correlations

between two different time points, whereas static properties depend on a single time

point. The pair distribution function (PDF), which represents the spatial arrange-

ment of particles around a central particle, is connected to the static structure factor

(SSF), that can be directly evaluated by X-ray or neutron diffraction experiments.

This function is crucial to the theory of dense fluids and can be used to determine

the crystalline solid’s lattice structure.

The pair distribution function (PDF) is a very important tool in the theory of

liquids and is used to determine how crystalline solids’ lattice structures are organized.

To have the detailed information regarding the structure of atomic systems different

static distributions are oftenly used. Among them PDF is the most important one and

this can not be measured directly from the experiment. Therefore, we may calculate

pair distribution function either from the molecular dynamics (MD) simulation or

from the numerical Fourier transformation (FT) of the static structure factor. Due
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to the mathematical complexity, the PDF obtained from the MD simulation is more

convenient than that obtained from the numerical Fourier transformation (FT). In

the current study, the phase-space trajectory produced by MD simulation is used to

directly calculate the static structure factor and the pair distribution function. We

can compute the isothermal compressibility and coordination number using only the

static structure factor and the PDF, respectively.

5.1.1 The Pair Distribution Function

In the MD simulation we may compute the PDF, g(r), in two different ways, firstly it

can be calculated directly from the trajectory generated in molecular dynamic (MD)
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Figure 5.1: Schematic diagram of PDF, g(r) in liquid state.

simulation and secondly g(r) can be acquired from the Fourier Transformation [44] of

the static structure factor, S(q), directly found from the MD trajectory. The physical
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definition of g(r) is the probability of finding a particle at the same time and place

at a distance r from a reference particle located at the origin.

The pair distribution function is a dimensionless quantity. A typical form of the

PDF, g(r), is depicted in Figure 5.1. The figure displays which the first peak of g(r)

occurs at rp having a value of g(rp). As a result, the likelihood of discovering two

particles at a distance of r ≈ rp is g(rp). The pair distribution function then falls for

r > rp and passes through a minimum point at around r ≈ rmin. This indicates that

there is a lower chance of discovering two particles at this distance.

Integration over each momentum component for a system of constant N, V and T

results in a factor (2πmkBT )1/2, and the distribution function for the n bodies, f (n)
0 ,

may be represented as

f
(n)
0 (rn,pn) = ρ

(n)
N (rn)f

(n)
M (pn), (5.1)

where

f
(n)
M (pn) =

1

(2πmkBT )
3n
2

exp
(

−β
n

∑

i=1

(|pi|)2
2m

)

, (5.2)

is the result of n distinct independent momenta the Maxwell distributions. The

equilibrium n-particle density ρ(n)N is,

ρ
(n)
N (rn) =

N !

(N − n)!

1

h3NN !QN

∫ ∫

exp
(

−βH
)

dr(N−n)dpN

=
N !

(N − n)!

1

ZN

∫

exp
(

−βVN
)

dpN . (5.3)

The chance of finding n system particles using coordinates from the volume element

drn, independent of the remaining particle locations and independent of any momenta,

is given by the number ρ(n)N (rn)drn. Describe the n-particle density

∫

ρ
(n)
N (rn)drn =

N !

(N − n)!
. (5.4)
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Thus,
∫

ρ
(1)
N (r)dr = N. (5.5)

Consequently, the overall number density and the single-particle density of a homo-

geneous fluid are the same:

1

V

∫

ρ
(1)
N (r)dr =

N

V
= ρ. (uniform fluid) (5.6)

It is known that ZN = V N in the exceptional the instance of a homogeneous ideal

gas. As a result, the pair density is

∫

ρ
(2)
N dr1dr2 = ρ2(1− 1

N
). (ideal gas) (5.7)

The distribution function g
(n)
N (rn) of n-particles characterized by the corresponding

particle density as

g
(n)
N (rn) =

ρ
(n)
N (r1, ..........rn)
∏n

i=1 ρ
(1)
N (ri)

. (5.8)

Regarding a uniform system

ρng
(n)
N (rn) = ρ

(n)
N (rn). (5.9)

For isotropic system, g2N(r1, r2) is the pair distribution function. It is frequently

known as the pair distribution function or correlation function and is represented as

just g(r) is a function that only depends on the separation r12 = |r2 − r1|.

The RDF gets close to the ideal-gas limit when r is significantly bigger than the

inter-particle potential’s range; according to equation (5.7), this limit is defined as

(1− 1
N
) ≈ 1. It is also possible to express the particle densities specified by reference

equation (5.3) according to δ-functions of position in a way that is highly useful for
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further uses. It follows from the definition of a δ-function that

〈δ(r− r1)〉 =
1

ZN

∫

δ(r− r1) exp[−βVN (r1, r2, ........., rn)]drN

=
1

ZN

∫

........

∫

exp[−βVN(r1, r2, ........., rn]dr2......., drN . (5.10)

Despite being independent of the particle label(here taken to be 1), the ensemble

average in equation (5.10) is a function of the coordinate r. As a result, a total

over all particle labels is equal to N times the contribution from each particle. The

comparison with the definition (5.3) therefore demonstrates that

ρ
(1)
N (r) = 〈

N
∑

i=1

δ(r− ri)〉. (5.11)

This is the ensemble average of a microscopic particle density, denoted by the symbol

ρ(r). Comparatively, the average of the result of two δ-functions is

〈δ(r− r1)δ(r
′ − r2)〉 =

1

ZN

∫

δ(r− r1)δ(r
′ − r2) exp[−βVN(r1, r2, ........., rn)]drN

=
1

ZN

∫

........

∫

exp[−βVN(r, r′, r3..., rn]dr3...., drN (5.12)

it suggests that

ρ
(2)
N (r, r

′

) = 〈
N
∑

i=1

N
∑

j=1

′δ(r− ri)δ(r
′ − rj)〉 (5.13)

where the prime on the summation sign denotes that terms with i = j must be

excluded. Finally, it is possible to describe the radial distribution function with a

meaningful δ-function. It is obvious to conclude that

〈 1
N

N
∑

i=1

N
∑

j=1

′δ(r− rj + ri)〉 = 〈 1
N

∫ N
∑

i=1

N
∑

j=1

δ(r
′

+ r− rj)δ(r
′ − ri)dr

′〉. (5.14)

As a result, if the system is homogeneous and isotropic:

〈 1
N

N
∑

i=1

N
∑

j=1

δ(r− rj + ri)〉 =
ρ2

N

∫

g
(2)
N (r, r

′

)dr
′

= ρg(r). (5.15)
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A crucial aspect of the physics of monoatomic liquids is the radial distribution func-

tion. This is due to a number of factors, the first of which is that radiation-scattering

tests can measure g(r). When, r → 0, g(r) = 0 and r → ∞, g(r) = 1. Second, at

least at the level of pair correlations, the form of g(r) sheds light on what is meant

when something is said to have a liquid structure. According to the definition of g(r),

the average number of particles inside the range between r and r+dr from a reference

particle is 4πr2ρg(r)dr, and the peaks in g(r) represent "shells" of neighbors around

the reference particle. Therefore, integration of 4πr2ρg(r) up to the first minimal

position yields an estimate of the number of nearest neighbors, often known as the

"coordination number".

With the partial pair potential known, the total correlation function hij(r) of a

binary alloy can be determined from the solution of the Ornstein-Zernike equation as

γij(r) ≡ hij(r)− cij(r) =

2
∑

k=1

ckρ

∫

hik(r)ckj(r)dr, (5.16)

where hij(r) = gij(r) − 1 and cij(r) is the direct correlation function. To solve the

Ornstein-Zernike integral equation, one needs a closer between hij(r) and cij(r). Using

Rogers-Young approximation [128] defined as

gij(r) = exp[βuij(r)]

[

1 +
exp[fij(r)γij(r)]− 1

fij(r)

]

(5.17)

where β = 1
kBT

, kB is the Boltzmann constant, T is the temperature, and fij(r) is

the mixing function given by

fij(r) = 1− exp(aijr) (5.18)

Here we place aijr = a and we calculated from the relation suggested by Lia et

al. [129]. Thus for binary alloy, the partial pair distribution function gij(r) can be
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written as

gij(r) = 1 +
1

(2π)3ρ
√
xixj

∫ ∞

0

(Sij(q)− δij) exp(iq̄.r̄)d
3r (5.19)

where the momentum transfer is represented by q and Sij(q) is the partial static

structure factor.

5.1.2 Static Structure Factor

Static structure factor (SSF), S(q), can also be estimated using two different methods

as we have mentioned it for g(r) in the previous section. Firstly, we may calculate

static structure factor S(q) directly from the trajectory generated in molecular dy-

namic (MD) simulation in momentum space. Secondly, we may get S(q) from the

Fourier transformation of g(r) generated from MD simulation. A material’s abil-

ity to scatter incident radiation is described by its SSF. Particularly for deciphering

the interference patterns discovered by X-ray or neutron diffraction experiments, the

structure factor is a very helpful tool. Figure 5.2 displays the schematic representation

of S(q).

A system’s particle density can be described microscopically as [44]

ρ(r)) =

N
∑

i=1

δ(r− ri) (5.20)

where N denotes the number of particles and ρ(r) denotes the average density at lo-

cation r (single particle density) in this instance, it is the ensemble average: ρ(1)(r) =

〈ρ(r)〉. The mean number density is the average throughout all of space: 1
V

∫

ρ(1)(r)d3r =

ρ. The static structure factor is the name for the density auto-correlation function of
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Figure 5.2: Schematic diagram of the SSF, S(q), in the liquid state.

the Fourier components of the particle density. Mathematically, this auto-correlation

function is defined as

S(q) =
1

N
〈ρqρ−q〉. (5.21)

The structure factor from a molecular simulation can be calculated using this equa-

tion. Here, the particle density’s Fourier component, denoted by the symbol ρq, is

written as

ρq =

N
∑

i=1

exp(−iq.ri), (5.22)

and this quantity can be obtained easily and quickly from a given configuration. The

atomic form factor equation (5.22) is the building block of the construction of the

static structure factor. The structure factor contains all the information regarding

the position of the particles. Another strategy is to represent the structure factor in
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isotropic systems as the Fourier transform of g(r)

S(q) =
1

N

N
∑

i=1

N
∑

j=1

〈

e−iq.rieiq.rj
〉

= 1 +
1

N

N
∑

i=1

N
∑

j 6=i

〈

∫ ∫

e−iq.(r1−r2)δ(r1 − ri)δ(r2 − rj)dr1dr2
〉

= 1 +
1

N

N(N − 1)

V 2

∫ ∫

e−iq.(r1−r2)g(r1 − r2)dr1dr2

= 1 + ρ

∫

e−iq.rg(r)dr. (5.23)

Due to the asymptotic behavior of g(r), one finds that

S(q) = 1 + ρ

∫

e−iq.r[g(r)− 1]dr. (5.24)

For an isotropic system, g(r) ≡ g(r), and S(q) ≡ S(q). Thus one obtains

S(q) = 1 + ρ

∫

e−iq.r[g(r)− 1]dr. (5.25)

The quantity S(q) is callled the static structure factor because it describes the aver-

age distribution of molecular separations in momentum space in the fluid. It is the

quantity of central interest in the equilibrium theory of fluids. The behavior of S(q)

often mimics that of g(r), despite the fact that the physical significance of the indi-

vidual features in the wave vector domain is entirely different. As a result, the first

peak of S(q) indicates that there is a dominant, nearly regular particle arrangement

in real space. The asymptotic value of S(q) at large q is also unity and indicates the

vanishing of pair correlations at short wavelengths. Eventually, for large wave vectors,

the "hard core" area is probed by S(q) where g(r) is vanishingly small. In contrast,

S(q → 0) exhibits the characteristics of g(r), particularly its asymptotic approach to

unity for very large separations, in an average sense. As a result, it is reasonable to
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assume that S(0) is connected to a system’s macroscopic property [43]. The principal

peak of S(q) is called the first diffraction maximum. Since S(q) is a measure of the

spatial correlation effects in the liquid, the position of the first maximum in liquid

qp, gives the distance 2π
qp

over which the correlation effects are strongest. There is no

obvious direct connection between rp and 2π
qp

, where rp is the position where g(r) has

its first maximum. We therefore expect 2π
qp

to be somewhat less than d (hard sphere

diameter), while rp should be somewhat greater than d [130].

In the current OF-AIMD simulation, the static structure factor is calculated di-

rectly from MD trajectory via

S(q) =
1

N

〈

∑

i,j

e−iq.(ri−rj)
〉

, (5.26)

where N denotes the total number of atoms in the spherical cell and ri and rj denote

the coordinates of the particles with the indexes i and j, respectively. The q-vectors

that are connected to the reciprocal lattice vectors of the simulation for a simple

cubic cell should be provided, i.e. q = 2π
L
(n1, n2, n3), where L denotes the simulation

cell’s size. This implies that as q increase in size, we will obtain a histogram repre-

sentation of S(q) with improved resolution. In a simulation, the lowest amount of q

that may be accessed is qmin = 2π
L

. The isothermal compressibility, which measures

the proportional change in volume of a system when the pressure varies while the

temperature stays constant, is another crucial thermodynamic quantity. The static

structural factor is related to the isothermal compressibility. Throughout the range
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q → 0, the structure factor yields the important compressibility equation [130]

lim
q→0

S(q) = 1 + ρ

∫

[g(r)− 1]d3r

=

〈

N2
〉

−
〈

N
〉2

〈

N
〉 = ρkBTκT , (5.27)

where,
〈

N2
〉

−
〈

N
〉2 is the mean square fluctuation in the number of particles and

κT is the isothermal compressibility. Thus, it is noticed from equation 5.14 that, the

limit q → 0 of S(q) is sensitive to temperature and density. In the present work, we do

not calculated partial isothermal compressibility instead we have computed the alloys

isothermal compressibility from the total structure factors (ST ) of Bhatia-Thornton

. The isothermal compressibility is calculated from the relation

χT =
ST (0)

ρkBT
. (5.28)

Here ρ, kB, and T denote total ionic number density, Boltzmann’s constant and tem-

perature, respectively. The magnitude of ST (0) is determined by fitting the simulated

q at lower q with

S(q) = S0 + S1q
2, (5.29)

where S0 and S1 are fitting constant. In the same way the isothermal compressibility

could also be found from the experimental S(q). From the inverse Fourier transfor-

mation of the static structure, S(q), after subtracting the “self-correlation” [44] one

may get PDF as follows

ρ[g(r)− 1] =
1

(2π)3

∫

dq eiq.r[S(q)− 1]. (5.30)

Simple liquids are isotropic by nature. Thus, one finds

ρ[g(r)− 1] =
1

(2π)3

∫

dq eiq.r[S(q)− 1]. (5.31)
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After the calculation of pair distribution function, we computed the Ashcroft-Langreth’s

partial structure factors [131] by

Sij(q) = 1 +
√
xixjρ

∫

[gij(r)− 1] exp(−i~q.~r) ~dr (5.32)

where xi is the concentration of the ith components. From the knowledge of partial

structure factor of Sij(q), we are able to compute the total structure factors by

S(q) =
x1f

2
1S11(q) + 2

√

(x1x2)f2S12(q) + x2f
2
2S22(q)

x1f 2
1 + x2f 2

2

(5.33)

where f1 and f2 are atomic scattering factors and are taken from the literature [132].

The Bhatia-Thornton partial structure factors, SNN(q), SCC(q) and SNC(q) are pre-

sented in the Appendix B in equation B.1. Where the partial dynamic structure

factors Sij(q, ω) are obtained from the Fourier transformation of partial intermediate

scattering function Fij(q, t) as given in equation A.2.

5.1.3 Coordination Number

The coordination number, n, is a significant quantity in the solid and liquid systems

that provides a useful representation of the total number of nearest-neighbour atoms

in the liquid structure. The strong spatial correlations exist in the liquid state is

clearly indicated by the sharp structure in g(r), where the first peak is representing

the coordination shell of the nearest neighbours, the second peak is representing the

next nearest neighbours, and so on [130]. The initial coordination number largely

determines a liquid’s characteristics. It is commonly employed as a parameter in the

analysis of non-crystalline materials’ structural properties. Therefore, the concept of

the coordination number, particularly refers to the first coordination number. When
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compared to crystals, this idea is a little hazy in liquids because of the atomic vibration

that exists there naturally. The correlation functions will typically display double

subscripts with each one corresponding to a different species in the alloy. This will

describe the relationship between atoms of various types and particles of the same

type. For illustration, three partial distribution functions that describe the particles

of type j that surround particles of type i can be written as gij(r).

We can investigate the local atomic structure of the alloy using these functions.

The nearest neighbours’ (NNs) distribution can be easily determined from the un-

derstanding of gij(r). While the reference particle is positioned at the origin, the

quantity ρgij(r) provides the average density of particles at a distance, r. There are

few popular schemes [133] to estimate the first coordination number. Among them

a common method is the integration of the RDF, G(r), from r = r0 either the first

minimum of g(r) or the first minimum of G(r), with each option producing slightly

different results for n. If a sphere with a radius of rij contains nij particles, which

represent the number of j-type particles around a i-type particle, then

nij = 4πρxj

∫ rij

r0

r2gij(r)dr, (5.34)

where rij corresponds to the location of the first minimum of the associated radial

distribution function G(r) = 4πr2gij(r) and xj is the concentration of particles of

type j. The formula (5.34) is used to calculate the coordination number in this

study [133–135]. The Wanger [136] short range order (SRO) parameter for the first

neighbour shell, α, provides a way to quantify the aforementioned ordering patterns,

α = 1− nij
xj(xinj + xjni)

(j 6= i = 1, 2) (5.35)
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where ni = nii + nij(i, j = 1, 2) and xj represent the concentration of particles of

type j. In a sphere with a radius of rij, there are nij particles of type j around

each i particle. If α(α > 0) is positive, the liquid has a homo-coordinating tendency,

meaning that particles of the same type are more likely to be surrounded by atoms

of the same kind. However, a negative value of α(α < 0) denotes the opposite,

i .e. a predisposition toward hetero-coordination. Atoms are distributed at random,

therefore, α = 0. Similarly, one can also get the experimental coordination number

from the RDF, G(r), plugging in the experimental g(r).

Figure 5.3: Typical curve of the radial distribution function (RDF) and parabolic
function (4πr2ρ). These are shown in arbitrary unit.

5.2 Dynamic Properties

Time correlation functions among the atomic velocities are used in liquid systems to

provide information about various transport features linked to particle mobility and
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coupling between the velocity of different particles. These functions must be deter-

mined via alternative methods, such as MD simulations, as they cannot be determined

empirically. The relative velocity correlation functions (VCFs), Zij(t), are the main

subject of our attention. Numerous dynamic features have been estimated, including

single-particle (self-intermediate scattering functions, self dynamic structure factors,

velocity autocorrelation function, and mean square displacement) and collective ones

(intermediate scattering functions, dynamic structure factors, longitudinal and trans-

verse currents and shear viscosity).

5.3 Single Particle Dynamics

5.3.1 Self-diffusion Coefficient

Diffusion is the process of atomic mass transport which mostly occurs due to the

existence of concentration gradient in the system. In such process the kinetic energy

is acquired from the interactions with the neighboring atoms. A concentration gradi-

ent exists until the diffused substance is evenly distributed. While the self-diffusion

coefficient describes the motion of molecules in the same material in the absence of

any gradient that could cause mass transfer in the system [137]. Estimation and

prediction of diffusivity of substances is of great importance in industrial processes.

It finds its application in rating of existing units, designing and developing new units

and equipment’s and also in research [138]. There are two common methods to cal-

culate the self-diffusion coefficient. The first one is from the positions of particles

and the second one is from velocities of particles. The Green-Kubo relation, which
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involves integrating the velocity auto correlation function, is a method for determin-

ing the self-diffusivity from particle velocities [139]. The locations of the particles

are used, however, when calculating the self-diffusion coefficient from the Einstein

relation [139]. The velocity auto correlation function (VACF) is one of the prime

example of a time dependent correlation function. Understanding the fundamental

nature of the dynamical process at work in the molecular system is crucial. The

VACF is the measurement how quickly a grain velocity becomes decorrelated with its

initial velocity. The normalized VACF is described as

Z(t) =
〈v (0).v (t)〉

〈v2〉 , (5.36)

where 〈.....〉 denotes the ensemble average and Z(t) represents a projection of the

particle’s velocity at time t with respect to its original direction of motion. The

schematic diagram of the normalized VACF is displayed in Figure 5.4.

Figure 5.4: Schematic diagram of the normalized VACF of liquid metal near the
melting point.
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The VACF is a slowly decaying function which is not a simple exponential. The

negative value of Z(t) implies a high possibility of significant angle deflections (near

180 ◦) in colliding particles, which occurs due to cage effects. The cage effect describes

how the properties of molecules are affected by the surrounding. In the first region,

which occurs (t → 0), the VACF shows slow decay as particles move in free flight.

This means the particle velocity remains essentially the same as its initial value.

The region t → 0 is called ballistic regime. In the second region, which occurs at

short to moderate time, the VACF decays rapidly due to the onset of collisions with

surrounding particles. The third region, represents for time t→ ∞, the VACF decays

to zero, indicating the absence of any residual correlation. The plot of VACF in this

area is nearly horizontal, suggesting that the liquid system is being acted upon by

relatively weak forces.

5.3.2 Generalized Einstein Relation of Self-diffusion

The self-diffusion coefficient of liquid systems can be calculated by using time-dependent

correlation functions referred to as the Einstein relation (ER) [43]. The mean square

displacement (MSD) is connected to this relationship. The MSD is a measurement

of the typical distance covered by a particle and is defined as

〈δr2(t)〉 = 〈| ri(t+ t0)− ri(t0) |2〉. (5.37)

The MSD also contains information on the diffusion of particles and may be inde-

pendent of the t0 in the thermal equilibrium condition. A typical form of the MSD

function is illustrated in Figure 5.5. In liquid system, quadratic behaviour holds only

for a very short time interval (t → 0), which is on a par with the average collision
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duration. Beyond this time scale, the particle’s movement is defined as a random

walk, for which the MSD only rises linearly with time.

Consider a collection of N particles having time-dependent position coordinates

ri(t), where i = 1, 2, . . . , N and t is the time. The van Hove distribution function

G(r, t) [140], comes after the name of van Hove who characteristics the dynamical

structure measured in inelastic neutron scattering experiments.

The real-space dynamical correlation functionG(r, t) is used to describe the spatial

and temporal distributions of particle pairs in a fluid. It is possible to generalize time

Figure 5.5: Schematic diagram of the MSD function of liquid metals near its melting
point.

correlation functions to space and time correlation functions. Take the microscopic

number density into consideration

ρ(r, t) =

N
∑

i=1

δ(r− ri(t)), (5.38)
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with the average defined as

〈ρ(r, t)〉 = lim
T→∞

1

T

∫ T

0

dt
1

V

∫

v

dr ρ(r, t),

and stated by

〈ρ(r, t)〉 = N

V
= ρ.

Let’s create the density-density correlation

G(r′′, r′; t′′, t0) =
1

ρ
〈ρ(r′′, t′′)ρ(r′, t0)〉, (5.39)

which generalizes the equilibrium density-density correlation function, which is de-

fined as [44]

H(r, r′) =
1

N

〈[

ρ(r′)− 〈ρ(r′)〉
][

ρ(r′ + r)− 〈ρ(r′ + r)〉
]〉

. (5.40)

For homogenous system at equilibrium equation 5.41 only depends on the time and

space differences, t ≡ t′′ − t0 and r ≡ r′′ − r′. Then

G(r, t) =
1

N

〈

N
∑

i=1

N
∑

j=1

δ
(

r+ rj(t0)− ri(t+ t0)
)〉

, (5.41)

where δ(r) represents the three-dimensional Dirac delta function. Equation (5.41)

is known as the van Hove correlation function (vHCF). Physically, the van Hove

function can be interpreted as being proportional to the likelihood that a particle i

will be found at location r′′ at time t′′, whereas the reference particle j was found at

position r′ at time t0.

It is possible to naturally divide the vHCF, G(r, t), into two terms. By distin-

guishing between the scenarios i = j and i 6= j, which are referred to as “self ” and
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“distinct”, respectively. Thus one finds

G(r, t) =
1

N
〈
N
∑

i=1

δ(r+ ri(t0)− ri(t+ t0)〉+
1

N
〈
N
∑

i 6=j

δ(r+ rj(t0)− ri(t+ t0))〉

= Gs(r, t) +Gd(r, t). (5.42)

The self part, Gs(r, t), explains the average motion of the particle that was initially at

the origin, while the distinct part, Gd(r, t), depicts the actions of the remaining N -1

particles. Furthermore, simple liquids are isotropic by nature and hence G(r, t) only

be affected by the scalar quantity | r |=r. In the hydrodynamic limit of long distances

and times, the self part of the distribution function Gs(r, t) obeys the equation [141]

∂

∂t
Gs(r, t) = Ds∇2Gs(r, t), (5.43)

where the self-diffusion coefficient is represented by Ds. The solution of equation

(5.43) with the Dirac delta initial condition Gs(r, t0) = δ(r) is of the Gaussian

form [141]

Gs(r, t) = (4πDst)−
3
2 exp[− r2

4Dst
]. (5.44)

Therefore, the mean square displacement of a tagged particle over time t is given by

〈δr2(t)〉 = 〈| r(t+ t0)− r(t0) |2

=

∫

r2Gs(r, t)dr

= 6Dst. (5.45)

Taking the limit of t → ∞ such that the ratio 〈δr2(t)〉
t

becomes constant, one can

obtain the self-diffusion coefficient as

Ds = lim
t→∞

〈δr2(t)〉
6t

= lim
t→∞

1

6t
〈| ri(t)− ri(0) |2〉 = lim

t→∞

1

6t
∆MSD(t). (5.46)

This equation is the well known Einstein relation for self-diffusion coefficient.
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5.3.3 Green-Kubo Relation of Self-diffusion

The Green-Kubo (G-K) relation is the another technique to calculate the self-diffusion

coefficient from the time-dependent correlation functions [44]. If v(t) represents the

particle’s velocity at any arbitrarily chosen time t, one obtains

δr (t) =

∫ t

0

v (t′)dt′. (5.47)

By squaring and averaging equation (5.47) over time origins gives

〈δr2〉 =

∫ t

0

dt′′
∫ t

0

dt′〈v (t′).v (t′′)〉

= 2

∫ t

0

dt′′
∫ t′′

0

dt′〈v (t′).v (t′′)〉. (5.48)

The factor 2 in equation (5.48) appears due to the symmetric property of the integrand

in time t′ and t′′. The velocity auto correlation function 〈v (t′).v (t′′)〉 based on the

disparity in time. By introducing τ = t′′ − t′ one may write equation (5.48) as [139]

〈δr2〉 = 2

∫ t

0

dt′′
∫ t′′

0

dτ
〈

v (τ).v (0)〉

= 2

∫ t

0

dτ〈v (τ).v (0)〉
∫ t

τ

dt′′

= 2

∫ t

0

dτ〈v (τ).v (0)〉(t− τ)

or,
〈δr2〉
2t

=

∫ t

0

dτ〈v (0).v (τ)〉(1− τ

t
) (5.49)

Taking the long-time limit, we find

lim
t→∞

〈δr2〉
2t

=

∫ ∞

0

dτ〈v (0).v (τ)〉. (5.50)

Using equation (5.46) we may arrive at

Ds =
1

3

∫ ∞

0

dt〈v (0).v (t)〉. (5.51)
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Using equation (5.36) one finds

Ds =
kBT

m

∫ ∞

0

Z(t)dt. (5.52)

In equation (5.52), the factor kBT
m

is derived from the particle’s average kinetic en-

ergy [141] as follows

1

2
m〈| v |2〉 = 3

2
kBT. (5.53)

The Green-Kubo formula and the Einstein relation are identical theories. They are

very important theories for liquid state. The Einstein relation and Green-Kubo for-

mula are often known as MSD and VACF methods, respectively. Many theories are

suggested to describe the transport phenomena namely the mass, momentum or en-

ergy transfer in simple dense fluids. None of these theories are capable to predict

exact result. Alongside with the theoretical values of self-diffusion coefficients we

have a little experimental data available in the literature at different thermodynamic

states. Therefore, MD simulation has become an useful method for studying self-

diffusion coefficients of real fluids composed of relatively simple molecules [138]. In

this instance we have calculated the self-diffusion coefficients of liquid systems from

Z(t) and 〈δr2(t)〉 through the Green-Kubo and Einstein relations, respectively. It is

worth noting that Z(t) and 〈δr2(t)〉 are obtained from OF-AIMD simulation method

in the present work.

5.3.4 Stokes-Einstein Relation

The Stokes-Einstein (SE) relation connects the self-diffusion coefficient, D, shear

viscosity, η, and effective hard sphere diameter of the particle, d, i.e. the location of
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the first peak of the PDF [43,44, 130]

D =
kBT

Cπηd
, (5.54)

where C is a constant that is dependent on the flow’s boundary conditions and kB is

the Boltzmann constant. This relationship was first presented to explain the diffusive

motion of a big Brownian particle in a continuous fluid with shear viscosity, η. The

stick boundary condition ensures that the fluid velocity at the surface matches the

particle velocity, and in this instance, C = 3. In contrast, the slip boundary condition

causes a non-tangential force to act on the sphere, setting the normal component of

the fluid velocity equal to the normal component of the particle velocity. In this

instance, C = 2 is found. The SE relation was solely obtained from macroscopic

factors. Surprisingly, it has been discovered to function effectively at the atomic level

in simple liquids. If the slip boundary condition is applied, the values of the effective

hard sphere diameter, d that are more logically calculated can be discovered.

5.3.5 Diffusion Coefficients for Alloys

The time correlation functions among the atomic velocities provide information about

several transport features in liquid systems, including the mobility of the particles and

the coupling between the velocities of different particles. It is necessary to use alterna-

tive methods, such as MD simulations, because this functions cannot be determined

empirically. We are primarily interested in relative velocity correlation functions

(VCFs), also known as Zij(t), which are defined as the time correlation function of

the relative velocity of the center of mass of species i with respect to the center of
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mass of species j [34,35] i.e.,

Zij(t) =
1

3
xixjN〈[vi(t)− vj(t)].[v0 − vj(0)]〉, (5.55)

where, vi(t) denotes the mean molecular velocity of the ith component and N repre-

sents the total number of particles,

vi(t) =
1

Ni

Ni
∑

l(i)=1

vl(i)(t), (5.56)

The total number of i-type particles is Ni, and the velocity of the i-type particle is

vl(i)(t). Separating the Zij(t) into self-contributions (Z0
ij(t)) and distinct contributions

(Zd
ij(t)) as follows

Zij(t) = (1− δij)Z
0
ij(t) + xixjZ

d
ij(t), (5.57)

where, the Kronecker’s delta is δij, Z0
ij(t) = xjZ

s
i (t)+xiZ

s
j (t), Z

s
i (t) being the velocity

autocorrelation function of a i-type particle that has been placed in the fluid, and

Zd
ij(t) accounts for the contribution of the distinct velocity correlations.

The associated diffusion coefficients, Dij , D0
ij , D

d
ij and Ds

i , are obtained from the

time integrals of Zij(t), Z0
ij(t), Z

d
ij(t) and Zs

i (t), where Ds
i is the common self-diffusion

coefficient. We can write binary mixes as

D12 = D0
12 + x1x2D

d
12 ≡ D0

12(1 + γ12), (5.58)

When all species are identical, γ12 = 0, and D0
12 = x2D

s
1 + x1D

s
2, γ12 is a measure of

the deviation from a perfect mixing. The interdiffusion coefficient is expressed using

the following formalism:

Dint = θD12 = θ(1 + γ12)D
0
12, (5.59)

where, θ = x1x2
SCC(q→0)

. For a composition that comes close to being optimal θ ≈ 1,

γ12 ≈ 0 and, consequently, Dint ≈ D0
12.
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5.3.6 Self-intermediate Scattering Function

The self intermediate scattering function (SISF), Fs(q, t), is one of the most basic

time-dependent quantities. The probability that a tagged particle has travelled a

specific distance from its original position at time t is given by the expression Fs(q, t).

As a result, the most comprehensive data regarding the motion of a single particle

is provided by the SISF. This refers to the dynamics of a single particle at various

length scales, from the hydrodynamic limit to the limit of free particles. Area under

Fs(q, t) can be used to define a relaxation time τ . The dynamical variable for i-th

particle reads as

ρs,i(R, t) = δ(R−Ri(t)), (5.60)

which is usually referred to as the i-th single-particle (or self-) density at time t and

location R. The interpretation of ρs,i(R, t) as a ‘density’ comes from the integration

of equation (5.60) over the full range of R. We write the normalization condition as
∫

ρs,i(R, t) dR = 1, (5.61)

which simply states that the tagged particle certainly be counted somewhere in the

volume V at any time [43]. As is clear from its definition, ρs,i(R, t) is expected to

change dramatically depending on t and R. The gross measure of this variable is

provided by its statistical average that yields [43]

〈ρs,i(R, t)〉 = 〈ρs,i(R, t0)〉 =
1

V
, (5.62)

which is consistent with the previous interpretation of ρs,i(R, t) as a number density.

The space Fourier transformation of the i-th self-density is

ρs,i(q, t) =

∫

dRe−iq.Rρs,i(R, t) = e−iq.Ri(t). (5.63)
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We have calculated Fs(q, t) from the the particles positions. The time correlation

associated with ρs,i(R, t) is usually referred to as the self intermediate scattering

function and is characterized as [43, 44, 52]

Fs(q, t) = 〈ρs,i(q, t+ t0)ρ
∗
s,i(q, t0)

=
1

N

〈

N
∑

i=1

e−iq.Ri(t+t0)eiq.Ri(t0)
〉

, (5.64)

where N denotes the total number of particles, Ri(t) denotes the location of the i-th

particle at time t, and 〈...〉 is the average over time origins and wave vectors with the

same modulus. Equation (5.64) has been used in OF-AIMD simulation for calculating

self intermediate scattering functions. The present work is concerned with isotropic
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Figure 5.6: Schematic diagram of the SISF in the liquid state.

systems only, for which the self intermediate scattering function depends only on

the values q of q. Alternatively, Fs(q, t) can be calculated by taking the Fourier
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transformation of the self part of vHCF, Gs(R, t) defined as

Fs(q, t) =

∫

dR exp
[

−iq.R
]

Gs(R, t). (5.65)

This method, however, has the disadvantage to involve Fourier transformation

artefacts due to the limited size of our simulation box. The general behaviour of

Fs(q, t) is shown schematically in Figure 5.6. Fs(q, 0) = 1, due to the facts that

the tagged molecule is localized to the origin at time t=0. As time evolves and

the molecule begins to move away from its initial position, Fs(q, t) decreases in a

smooth manner. The decay rate seems to be increased with q, indicating that the

short-wavelength fluctuations die out much more rapidly [130]. The self-intermediate

function and the self diffusion coefficient, which is also referred to as the self interme-

diate scattering function’s Gaussian approximation, have an intriguing relationship.

A Gaussian function of R can be used to represent the self part of the van Hove

function Gs(R, t), which is represented as [44, 142]

Gs(R, t) =
1√

4πD t
exp

[

− R2

4Dt

]

=
1

(2π)3

∫

dqe−Dq
2teiq.R, (5.66)

where, D is the self-diffusion coefficient. By using equation (5.66), one can read from

equation (5.65)

Fs(q, t) = exp
[

− q2Dt
]

= exp
[−〈δR2(t)〉q2

6

]

. (5.67)

It represents a popular Gaussian approximation for Fs(q, t). The Fs(q, t) obtained

from the Gaussian approximation agrees well with that directly calculated from the
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molecular dynamics simulations for both small and large wave vectors. This approx-

imation agrees quite well with simulated Fs(q, t) for q → 0. This implies that the self

diffusion coefficient regulates the self-intermediate scattering function. In the liquid

range, the discrepancies between them are found to be rather small, and mainly occur

in the intermediate range of times and wave vectors as expected [43]. Even, on the

basis of these direct comparisons the overall results predicted by the Gaussian ansatz

are quite acceptable. As expected, the main shortcomings are found to occur at the

intermediate wave vectors, where the deviations may even rises up to about 20% [43].

5.4 Collective Dynamics

5.4.1 Intermediate Scattering Function and Dynamic Struc-

ture Factor

The particles density at time t at a point R is defined as equation (5.38) and in the

collective case with Fourier components defined as

ρq(t) =

N
∑

i=1

e−iq.Ri(t). (5.68)

An example of a density autocorrelation function is the intermediate scattering func-

tion (ISF), which is denoted by F (q, t). This gives information on the overall dynam-

ics of density variations on both long and short-term time scales. Due to the isotropy

of the system under investigation, F (q, t) only depends on the magnitude of the q

parameter and not its direction. As a result, the function F (q, t) depends entirely on

the wavenumbers q =| q | and time t.



Chapter 5: Liquid State Theorey and Properties of Liquid Metals 118

We have directly calculated the ISF, F (q, t), using the atomic trajectories in the

current OF-AIMD simulation. It’s described as [43, 44, 52]

F (q, t) =
1

N
〈ρq(t+ t0)ρ−q(t0)〉

=
1

N

〈(

N
∑

i=1

e−iq.Ri(t+t0)
)(

N
∑

j=1

eiq.Rj(t0)
)〉

, (5.69)

where N denotes the overall particle count and Rj(t) denotes the location of the

j-th particle at time t. Instead of direct computation, one can determine F (q, t) by

applying the Fourier transformation (FT) of the vHCF generated in MD simulation,

i.e.

F (q, t) =

∫

dR exp[−iq.R]G(R, t). (5.70)
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Figure 5.7: Schematic diagram of the ISF of liquid metal near the melting point.

Accuracy of F (q, t) acquired from FT is less than that obtained from direct calculation

of F (q, t). This is as a result of the mathematical complexity of FT. The quantity



Chapter 5: Liquid State Theorey and Properties of Liquid Metals 119

F (q, t) is readily available in light and neutron-scattering investigations [44]. A typical

behaviour of F (q, t) for liquid metal is shown in Figure 5.7.

Fluctuations of F (q, t) implies dynamical heterogeneities. F (q, t) exhibits oscilla-

tory behaviour, with the oscillations’ amplitudes increasing with decreasing q values

for liquid metals near melting points [43]. The liquid is unable to support any collec-

tive excitation as q rises and the length scale 2π
q

gets ever-more microscopic, therefore

F (q, t) should decrease monotonically [43]. The term “de Gennes narrowing” refers

to the gradual deterioration of F (q, t) at q ≈ qp , which is brought on by the strong

spatial correlations that arise at those q values close to qp [43]. F (q, t) decays more

slowly in the limit q → 0 than the self intermediate scattering function, Fs(q, t). when

q is large, the intermediate scattering function, F (q, t) → Fs(q, t) [130].

The dynamic structure factor (DSF), a mathematical function, provides details

on the temporal evolution of inter-particle interactions. The intermediate scattering

function F (q, t) is connected to the DSF. It is described by the Fourier transform of

the F (q, t) into the frequency domain with the addition of an appropriate window to

eliminate the effects of truncation as

S(q, ω) =
1

2π

∫ ∞

−∞

F (q, t) exp[−iωt]dt. (5.71)

This technique has been used to evaluate the dynamic structure factor in the current

OF-AIMD simulation. The DSF represents thermal fluctuations in a material that are

relevant for experiments because they are correlated with the intensity of scattered

neutrons in inelastic neutron scattering (INS) or the inelastic X-ray scattering (IXS).

It is important to note that the dynamic structure factor will be even in ω since

F (q, t) is a true function that is even in t.
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The DSF exhibits well defined side peaks for lower values of q and exist up to

q ≈ qp, where the major peak of the function S(q) is represented by qp. The presence

of clearly defined side peaks suggests collective density excitation, and after nearly

q > qp, the side peak of S(q, ω) looks to be a shoulder rather than a peak and then

monotonically diminishes at large q values. Eventually, at the largest value of q where

S(q) ≈ 1, S(q, ω) approaches the ‘self’ spectrum Ss(q, ω) [43]. An estimation of the

dispersion relation can be made from the locations of the side peaks of the function

S(q, ω), and the adiabatic sound velocity can be calculated from the slope of the

dispersion curve at the value of q → 0. The ISF and therefore the DSF, is more

challenging to compute than static properties like g(r) and S(q). Because the static
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Figure 5.8: Schematic diagram of the normalized DSF of liquid metal near the melting
point.

properties are defined as an ensemble average of a dynamical variable at certain time,

whereas the ISF involves the ensemble average at two different times. The general

behaviour of the normalized DSF is illustrated in Figure 5.8.
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5.4.2 Viscosity

Viscosity gives the measurement of resistance to flow [143]. Viscosity is the result of

internal friction between two adjacent layers that occurs when they slide past one an-

other and each applies a frictional resistive force to the other. The system’s reaction to

a shearing force is used in non-equilibrium molecular dynamics to calculate the shear

viscosity, η. However, in the context of AIMD, equilibrium methods are desirable

since they maintain the opportunity to calculate all other physical parameters within

the same simulation. In the context of equilibrium simulations, a common method of

obtaining η is by the Green-Kubo formalism, which involves the temporal integration

of the stress autocorrelation function generated from the off-diagonal component of

the stress tensor [144]. The current work incorporates a different approach based

on the transverse time correlation function Jt(q, t). It has the benefit of producing a

generalized q-dependent viscosity, which allows for the detection of the hydrodynamic

regime and the evaluation of the finite size effect [144]. Figure (5.9) roughly depicts

the basic behaviour of Jt(q, t). The directorial parameter

j(q, t) =
N
∑

j=1

vj(t)e
iq.Rj(t), (5.72)

is referred to as the current density linked to the total motion of the particles. A

possible division of the current density is

j(q, t) = jl(q, t) + jt(q, t), (5.73)

where, respectively, jl(q, t) and jt(q, t) denote the longitudinal component parallel to

q and the transverse component perpendicular to q.

Let us assume that waves are propagating in the z-direction. When the particle
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motion (velocity) and wave propagation (direction) are parallel to one another, lon-

gitudinal current results. Contrarily, transverse current occurs when the direction of

the particle motion is perpendicular to the direction of the wave propagation [43].
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Figure 5.9: Schematic diagram of the transverse time correlation function, Jt(q, t)
near melting point.

The current correlation functions for the longitudinal and transverse directions, Jl(q, t)

and Jt(q, t), respectively, are defined as

Jt(q, t) =
1

2N
〈jt∗(q, 0).jt(q, t)〉 (5.74)

and

Jl(q, t) =
1

N
〈jl∗(q, 0).jl(q, t)〉. (5.75)

A dynamical magnitude worth exploring is the transverse current time correlation

function, or Jt(q, t). Only computer simulations may be used to determine it be-

cause it is not connected to any quantifiable quantity. Regarding the shear modes, it

provides information.
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The shear viscosity coefficient, η, can be expressed in terms of a simple Green-

Kubo integral

η =
1

kBTV

∫ ∞

0

dt 〈σzx(0)σzx(t)〉

=

∫ ∞

0

η(t)dt. (5.76)

The quantity η(t) = η(q → 0, t) = 1
kBTV

〈σzx(0)σzx(t)〉, often referred to as the

transverse (or shear) stress autocorrelation function [43] with

σzx =

N
∑

i=1

[

mvi,zvi,x −
1

2

N
∑

i,j 6=i

(zijxij
rij

)

φ′(rij)
]

, (5.77)

where, the z-component of a particle’s velocity at time t is denoted by the symbol vi,z

and xij =| xi − xj |.

The hydrodynamic method for computing the shear viscosity is based on the trans-

verse part of the linearised Naviér-Stokes equation. This formula can be expressed

as [130]

∂

∂t
Jt(q, t) = −q

2η

ρm
Jt(q, t), (5.78)

the time-dependent transverse current correlation function being described as

Jt(q, t) =
1

N
〈jx∗(q, 0).jx(q, t)〉, (5.79)

and wave number q. The transverse current correlation function’s Jt(q, t) short-time

characteristics are given by the expression [43]

Jt(q, 0) =
kBT

m
=

1

βm
. (5.80)

From equation (5.78), one obtains an exponential decay for the transverse current
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correlation function

Jt(q, t) = Jt(q, 0) exp
[

− η

mρ
q2 | t |

]

=
1

βm
exp

[

− η

mρ
q2 | t |

]

. (5.81)

The solution of

∂

∂t
Jt(q → 0, t) = −ηq

2

ρm
Jt(q → 0, t), (5.82)

Which arises when the transverse current correlation function reaches a Markovian

situation [43] with the hydrodynamic result defined as equation (5.81), gives the

ordinary shear viscosity η. Thus we get

Jt(q → 0, t) =
1

βm
exp

(

− q2
η | t |
ρm

)

, (5.83)

where the shear viscosity coefficient η is described as equation (5.76). As a result, for

the free-particle limit (q → ∞), Jt(q, t) evolves from a Gaussian in both q and t to a

Gaussian in q and an exponential in t for the hydrodynamic limit (q → 0). Because it

may oscillate and signal the propagation of shear waves for intermediate values of q,

Jt(q, t) displays complex behaviour. The shear viscosity coefficient, η, can be easily

determined from the data for Jt(q, t) [43]. On the other hand, the memory function

representation of Jt(q, t) is

J̃t(q, z) =
1

βm

[

z +
q2

ρm
η̃(q, z)

]

−1

, (5.84)

where the tilde, which stands for the Laplace transform, adds the generalized shear

viscosity coefficient η̃(q, z). Since βmJ̃t(q, z = 0) is obtained from the region under

the normalized Jt(q, t), values for

η̃(q, z = 0) =
ρm

q2βmJ̃t(q, z = 0)
, (5.85)
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can be acquired, and the limit q → 0 is used to estimate the shear viscosity coefficient

η. This is accomplished by extrapolating the fact that the inversion is the system’s

symmetry, which enables to approximately [145]

η̃(q) = η(1− αq2). (5.86)

The time Fourier transform of the transverse current spectrum, Jt(q, ω), is given by

the equation:

Jt(q, ω) =
1

2π

∫ ∞

−∞

Jt(q, t) exp[−iωt]. (5.87)

The Jt(q, ω) displays peaks in a particular q-range that are associated with shear

waves which are propagating.



Chapter 6

Results and Discussion

6.1 Introduction

We have performed OF-AIMD simulation for NaxK1−x liquid binary alloys for differ-

ent concentration at thermodynamic states little above their melting points. All alloys

of NaxK1−x remain in liquid phase at 373 K. We have considered 2000 particles in the

present simulation. The size of the cubic periodic cell for simulation is determined by

the corresponding atomic number density of the systems at the given thermodynamic

state. For a given ionic position at time t the electronic energy functional is mini-

mized with respect to electronic density ρ(r), which is provided by an orbital ψ(r).

Here, the number density is defined as ρ(r) = |ψ(r)|2. An orbital in the OF-AIMD

is expanded by a plane wave basis set, truncation of which is determined by a cutoff

energy Ecut. We have taken the cutoff energy equal to 18.0 Rydberg’s for all the

systems at different concentrations. The values of the parameters core radius Rc, am-

plitude A and the softness parameter a that are used in the calculation of electron-ion

126
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interaction are given in Table 6.1. It is known that according to the Coulomb’s law

the charge-charge interaction energy varies as r−1. But actual potential, V , differs

from the original Coulomb’s law due to interference of image charges. That is due to

chemical and physical interactions. This part is known as the non-Coulombic part of

interaction. Figure 6.1, illustrates the non-Coulombic part of the momentum space

for the components of liquid NaxK1−x alloys at different concentrations. The inset of

Table 6.1: The pseudopotential parameters, number density for single component sys-
tem and alloys, temperature and concentrations used in the simulation. The densities
are taken from Waseda [133].

T
em

p.
(K

)

C
on

.
(x

) No. density Rc A a

(Å−3) (a.u.) (a.u.) (a.u.)

ρ1 ρ2 ρ Rc1 Rc2 A1 A2 a1 a2

T
=

37
3

0.1

0.0243 0.0126

0.013246 1.59 2.50 0.30 0.030

1.0 0.5

0.2 0.013949 1.59 2.50 0.13 0.015

0.3 0.014732 1.64 2.59 0.35 0.040

0.4 0.015608 1.59 2.50 0.30 0.030

0.5 0.016594 1.59 2.50 0.35 0.040

0.6 0.017714 1.59 2.50 0.13 0.015

0.7 0.018995 1.68 2.59 0.65 0.070

0.8 0.020476 1.59 2.50 0.30 0.030

0.9 0.022208 1.59 2.50 0.30 0.030

the Figure shows the magnified display of the Friedel oscillation at different concen-

trations. The nature of the phase of the Friedel oscillation is found to be similar for

all concentrations. It is also found that the oscillatory behaviour occurs at q > 3.66

a.u−1for Na and q > 2.46 a.u−1 for K. We note here that two separate parameter sets

are used to calculate the electron-ion interactions for Na and K. These sets allow us

to calculate the non-Coulombic part of interactions for individual elements.
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Figure 6.1: Non-Coulombic contribution of the electron-ion potential for the compo-
nents of NaxK1−x liquid binary alloys at concentrations, xNa = 0.1, 0.2, 0.3, 0.4, 0.5,
0.6, 0.7, 0.8 and 0.9. The inset shows the magnified oscillations.
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The minimization of the electronic energy with respect to the Fourier coefficients

of expansion is performed at every ionic time step using the quenching method which

gives the electron density and energy at the ground state. The ionic forces are essential

ingredients to perform the molecular dynamics simulations. These forces are derived

from the ground state electronic energy by employing the Hellmann-Feynman theorem

[62,63]. The ionic motion specified by the position and velocity are regularly updated

at each time step by solving the Newton’s equations of motion (NEM). Here, the Verlet

Leap-frog algorithm (VLFA) have been used with a finite time step. We have taken

finite time step 6×10−3 ps for NaxK1−x binary alloy systems at every concentrations to

give a better description of liquid structure. After equillibration, we have performed

the calculation for physical properties by averaging over 5000 ionic configurations for

the liquid binary systems under study.
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Figure 6.2: Depth of the non-Coulombic contribution of the pseudopotentials for the
system under study.

Minimum values of non-Coulombic part for Na and K as a function of x are presented

in Figure 6.2. It is noticed that the depth of the Vps versus x curve appears to be

oscillatory in nature. For Na amplitude of oscillation is large and for K the amplitude

is small. Figure 6.2 also reviews that the pseudopotential for Na shows attractive in
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nature for whole concentration range although there is a fluctuations. On the other

hand pseudopotential for K exhibits repulsive nature in some concentrations. But

one interesting feature is that the maximum of the oscillations for Na and minimum

oscillation of K are exhibited at the same concentration. At this stage it is difficult

to explain the cause of this fact.

6.2 Structural Properties of l-NaxK1−x Binary Alloys

6.2.1 Pair Correlation Function and Coordination Number

The OF-AIMD simulations allow us to direct evaluation of the partial pair correla-

tion functions (PPCF), gij(r), and also the corresponding partial AL static structure

factors Sij(q). Figure 6.3, shows the gij(r) calculated by the OF-AIMD method for

the liquid NaxK1−x binary alloys for all nine different concentrations. The major

peak height, location, and subsequent oscillations of the gNaK(r) exhibits a behaviour

distinct from that of the other two partials. They lie in between those correspond to

gNaNa(r) and gKK(r) pairs. It is seen that for xNa ≤ 0.6, the principal peak of gNaNa(r)

is significantly higher than the primary peaks of gNaK(r) or gKK(r). On the other hand,

for xNa = 0.7, the height of the main peaks of these two (gNaNa(r), gKK(r)) are compa-

rable. For concentration, xNa = 0.8, 0.9 the situation reverses; i.e. the peak of gKK(r)

becomes the highest. This behaviour points to the existence of homo-coordinating

tendencies, which means the first coordination shell also contain the other species of

atoms. The existence of aforementioned ordering tendencies are further examined by

calculating the Wagner’s [136] short range order (SRO) parameter, α, for the first
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Figure 6.3: Partial pair correlation functions, gij(r), for alloys of l-NaxK1−x for all
nine concentrations, xNa = 0.1 to 0.9. The blue, olive and orange colours are for
gNaNa(r), gNaK(r) and gKK(r), respectively.
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neighbour shell, and nij, the particles number of j-type present around an i-type parti-

cles located within a sphere of radius rij. Note that nij have been calculated [146–148]

from the knowledge of partial pair correlation functions, gij(r), by performing inte-

gration over the radial distribution function (RDF), 4πr2gij(r) multiplied by density

with an upper limit where the position of the first minimum of RDF , rij, occurs. In

Figure 6.3, we have displayed the partial pair correlation functions, gij(r), for nine

concentrations of NaxK1−x alloys. Total of the partial pair distribution functions

(PPDF) behave in the same way as that of pure liquids. The positions of the first

peak are related to the size of the atoms. The first peak of gNaK(r) lies in the middle

between gNaNa(r) and gKK(r)’s principal peaks. It is observed from figures that

Table 6.2: Coordination numbers nij and the short range order pa-
rameter, α, of Warren for l-NaxK1−x alloys at 373 K.

xNa nNaNa nNaK nK-Na nKK nTot α

0.1 1.10 9.80 1.05 11.98 12.30 0.02

0.2 2.06 8.18 2.03 10.84 12.20 0.05

0.3 3.46 7.86 3.43 10.01 12.49 0.06

0.4 4.71 6.73 4.45 9.04 12.50 0.09

0.5 5.92 5.79 5.79 7.93 12.69 0.09

0.6 6.11 4.37 6.57 7.23 12.00 0.12

0.7 8.60 3.72 8.50 5.23 12.63 0.07

0.8 9.75 2.58 10.12 4.08 12.46 0.06

0.9 10.95 1.31 12.13 2.44 12.31 0.08

gNaNa(r) undergoes significantly large changes whereas the changes in gNaK(r) and

gKK(r) are small when x ≤ 0.6 and the changes of gKK(r) become significant while

x ≥ 0.6. The heights of the first peaks may exhibit the signature of chemical ordering.
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It is found that, when xNa is increased the first peak value of gNaNa(r) decreases, but its

position remains almost same. But the peak of gNaK(r) remains unchanged while the

height of the gKK(r)’s first peak slightly increases. For xNa = 0.7, gNaNa(r) becomes

comparable to gKK(r). In-case it were significantly lower than others, it would reveal

homo-coordination tendencies. Table 6.2 illustrates the calculated results for the

coordination numbers and SRO (α) parameters. As we have discussed in Chapter

5, for a random distribution of ions α = 0, a positive value of α indicates a homo-

coordinating tendency while a negative value of α suggests the hetero-coordination. In

our calculation we have found the positive small values for α for all nine concentrations

which confirm the existence of homo-coordinating tendencies of our system. But the

figures show that for xNa ≤ 0.6 gNaK(r) exhibits peak just between gNaNa(r) and

gKK(r), and for xNa ≥ 0.6 peak of gNaK(r) falls below the gNaNa(r) and gKK(r). This

apparently indicates a homo-coordination tendency. The values of α = 0 rules out

it clearly. The concentration-concentration partial static structure factor, SCC(q),

describes how the particles distribute and gather attending to their chemical species.

As with equation (5.28), in the limit q → 0 the static structure factors can be related

to thermodynamic information. In particular, SCC(0) takes a value equal to xNaxK

if we have an ideal alloy, while deviations from this value indicate the tendency of

the system to be homocoordinating if it tends to form with same pairs of particles

(SCC(0) > xNaxK) or it will be heterocoordinating if it tends to form with different

pairs of particles (SCC(0) < xNaxK). We have found that (SCC(0) > xNaxK) for

all nine concentrations in our calculation. Therefore our system is supose to show

homo-coordination tendency.
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6.2.2 Static Structure Factor and Isothermal Compressibility

The static structure factor S(q) is related to it’s real space counterpart the pair

distribution function g(r) through the Fourier transformation (FT). Importantly it

can be noted here that the OF-AIMD simulation allows us to direct computation of

both S(q) and g(r) on the fly. Therefore, this feature has its own merits to present

Table 6.3: The comparison of OF-AIMD position and peak values of S(q) with Wax
data for all nine concentrations and XRD data for three different concentrations.

xNa

qp qm S(qp) S(qm)

Sim Wax XRD Sim Wax XRD Sim Wax XRD Sim Wax XRD

0.1 1.66 1.66 2.30 2.30 2.71 2.66 0.62 0.61

0.2 1.67 1.67 2.32 2.32 2.39 2.59 0.66 0.61

0.3 1.69 1.69 1.73 2.32 2.32 2.31 2.68 2.45 2.44 0.62 0.63 0.61

0.4 1.75 1.75 2.38 2.38 2.39 2.39 0.64 0.64

0.5 1.77 1.77 1.78 2.41 2.43 2.52 2.42 2.27 2.30 0.63 0.65 0.66

0.6 1.82 1.82 ... 2.47 2.47 ... 1.90 2.24 ... 0.73 0.65 ...

0.7 1.85 1.85 1.88 2.53 2.53 2.54 2.96 2.55 2.54 0.58 0.59 0.60

0.8 1.89 1.89 2.55 2.55 2.67 2.36 0.61 0.61

0.9 1.96 1.97 ... 2.53 2.64 ... 2.26 2.55 ... 0.71 0.65 ...

them with equal importance simultaneously. The static structure factors S(q) for

three different concentrations, xNa = 0.3, 0.5 and 0.7 obtained from the simulation

and from the x-ray diffraction (XRD) data are shown in Figure 6.4. It is clear from this

figure that the OF-AIMD values for the total structure factors S(q) are in very good

agreement with XRD data. While for the concentration, xNa = 0.7 a small difference

is observed between the OF-AIMD values and the corresponding experimental data
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Figure 6.4: Total SSF, S(q) of the liquid NaxK1−x alloy at xNa= 0.1 to 0.9 at T =
373 K. The continuous line represents OF-AIMD results, the open circles for XRD
data [149] and closed circles for calculated values of Wax [150], respectively.
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Figure 6.5: AL partial SSF, Sij(q) for the NaxK1−x liquid alloys for all nine concentra-
tions, xNa= 0.1 to 0.9. The green, violet, blue and red colours correspond to SNaNa(q),
SNaK(q), SKK(q) and ST(q) respectively.
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in the region q ≥ 3 Å−1. Where a little inward shift is seen in the second OF-AIMD

peak. In the region of q ≤ 3 Å−1 values of the OF-AIMD results lie in between Wax

and XRD results for all three concentrations. For the concentration, xNa = 0.3 in the

region 2.7 Å−1≤ q ≤ 3.8 Å−1 a small deviation from the XRD is found but agreement

with Wax data is found to be very good. The principal peak position (qp) of OF-AIMD

Table 6.4: The simulated maximum and minimum position and height of partial static
structure factors Sij(q) at different concentrations.

x
qp qm S(qp) S(qm)

q11 q12 q22 q11 q12 q22 S11 S12 S22 S11 S12 S22

0.1 1.78 1.73 1.65 2.78 2.55 2.25 1.12 0.45 2.58 0.94 -0.11 0.62

0.2 1.90 1.76 1.67 2.94 2.61 2.19 1.19 0.50 2.30 0.92 -0.15 0.65

0.3 1.82 1.75 1.68 2.77 2.48 2.19 1.44 0.76 2.33 0.87 -0.18 0.65

0.4 1.86 1.78 1.69 2.79 2.49 2.20 1.53 0.72 2.07 0.82 -0.19 0.68

0.5 1.88 1.78 1.73 2.80 2.43 2.22 1.75 0.77 1.93 0.79 -0.20 0.70

0.6 2.02 1.83 1.66 2.90 2.50 2.18 1.69 0.56 1.66 0.78 -0.19 0.73

0.7 1.90 1.85 1.82 2.73 2.41 2.25 2.50 0.98 1.76 0.68 -0.22 0.78

0.8 1.96 1.90 1.79 2.77 2.38 2.22 2.39 0.69 1.41 0.67 -0.20 0.82

0.9 1.99 1.92 1.83 2.78 2.41 2.23 2.78 0.58 1.27 0.63 -0.16 0.89

fits better with XRD data than that of Wax calculation [149, 150] for xNa = 0.3, 0.5

and 0.7. The OF-AIMD peak height (Sqp) is somewhat overestimated than both XRD

and Wax magnitude for all those three concentrations. The comparison of the OF-

AIMD magnitude of qp, qm, Sqp and Sqm with XRD and Wax are shown in Table 6.3.

The principal peak, other peak values, position of the peaks and phase of oscillations

also agree well within the uncertainty of the experimental data. This is worth noting

that, the Wax calculation sometimes yields larger peak of S(q) than that of the XR

diffraction [151]. Now we will analyze the partial structure factors Sij(q) of liquid
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Figure 6.6: BT partial SSF and AL total SSF for NaxK1−x liquid alloys for all nine
concentrations, xNa=0.1 to 0.9. The blue continuous, purple dashed and olive dotted
lines correspond to SNN(q), SCC(q), SNC(q), respectively. Full red circles stand for the
calculated ST(q).
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NaxK1−x binary alloys for nine different concentrations. We note here that experimen-

tal values are available only for three concentrations. Our main focus is to explain the

data obtained from OF-AIMD simulation based on the DFT with LDA approxima-

tion [2]. Theoretical results for partial and total static structure factors are shown in

Figure 6.5. For all nine concentrations, behaviour at both large and small q values are

very good and for large-q a very small inward shift are found in the theoretical results

while compared with experimental data. In the intermediate q regime the agreement

is less satisfactory. For all concentrations, minimum of S(q) lies in between 2.4 and

3.0Å−1.

In order to test the reliability and accuracy of our calculation for structure we have

derived partial structure factor proposed by Bhatia-Thornton (BT). The BT partial

structure factor SNC(q) oscillation varies from negative to positive region around zero

and SCC(q) oscillates only in the positive region. So, the useful features the BT

structure factors are nicely displayed in Figure 6.6. From the figure it appears that

the SNN(q) agrees very well with the total Ashcroft-Langreth (AL) static structure

factor. This result indicates that our calculation for AL partial static structure factors

are consistent and reliable.

Figure 6.7 shows the isothermal compressibility for different concentrations. The

OF-AIMD results overestimate the values when compared with the experimental

data. The classical molecular dynamics (CMD) data obtained by J. F. Wax [150]

under estimate the values at low concentrations and slightly overestimate at the

higher concentrations. But agrees better than the OF-AIMD results although, in

principle, theoretically OF-AIMD is more accurate than the CMD. SNN(q) is the
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number-number structure factor mainly provides the structural property of the sys-

tem. The concentration-concentration structure, SCC(q), is actually related to the

chemical ordering of the system rather than configurational structure. The number-

concentration structure, SNC(q), is actually describe the interplay between the con-

figurational structure and the chemical ordering. So, apparently SNN(q) structure

factor should be closer in magnitude to the total structure factor, ST(q). The results

of my calculation for ST(q) when compared with the SNN(q) an excellent agreement is

found. This degree of agreement manifest significance of the SNN(q). The BT partial
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Figure 6.7: χT as deduced from the small-q limits OF-AIMD simulation (blue full
squres), experimental values (olive open circles) and CMD values (red full circles) [150]
of the liquid NaxK1−x alloy.

structure factors in general give the information regarding the chemical and topo-

logical ordering in the alloy. Figure 6.6 shows the BT partial structure factors for

NaxK1−x alloys calculated for several concentrations. We have found that SNN(q)

displays a typical oscillatory behaviour. But no visible prepeaks or low-q divergences
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or shoulders are observed. In the other direction, the long wavelength limit of SCC

i.e SCC(q → 0), provides information regarding the existence of the SRO in the al-

loys. For the NaxK1−x alloy we have found that SCC(q → 0)/xNaxK takes values

which are grater than unity for all concentrations. This suggests that the homo-

coordination tendencies are there in the alloy. Which is consistent with the calcu-

lated SRO parameters presented in Table 6.2. The isothermal compressibility, χT ,

Table 6.5: Compressibility, χT ×10−12 cm2.dyne−1 of l-NaxK1−x alloy
at 373 K.

Con. N. density S(0) SCC(q→0)
xNaxK

χT (cm2.dyne−1)

xNa ρ (Å−3) OF-AIMD Expt. CMD

0.1 0.0132 0.022 1.08 42.68 34.20 30.00

0.2 0.0139 0.022 1.26 36.34 30.68 28.70

0.3 0.0147 0.022 1.05 31.72 28.05 27.50

0.4 0.0156 0.022 1.09 28.64 25.74 27.10

0.5 0.0166 0.027 1.08 26.92 23.89 24.90

0.6 0.0177 0.035 1.10 24.68 22.51 23.00

0.7 0.0190 0.030 1.45 23.64 21.36 21.80

0.8 0.0204 0.022 1.23 20.85 20.43 20.70

0.9 0.0222 0.021 1.08 20.13 19.51 19.80

for liquid NaxK1−x alloy have been estimated for nine different concentrations at the

thermodynamic states T = 373 K. This result has been calculated from the relation

ST (q → 0) = ρikBTχT , where kB is the Boltzmann’s constant. A least-squares fit of

ST (q) = S0 + S2q
2 has been employed to calculate S(q) for (q → 0) which yields the

result for χT . The obtained results agree within 3.0%- 19.86% of the extrapolated

experimental data [152] at the point of theoretical concentrations and 1.6%- 29.7% of

the CMD data [150] which are shown in Table 6.5.
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6.3 Dynamic Properties

We have evaluated several dynamic properties, both for single-particle (viz self-

intermediate scattering functions, self-dynamic structure factors, velocity autocor-

relation function and mean square displacement) and for collective ones (viz inter-

mediate scattering functions, dynamic structure factors, longitudinal and transverse

currents). The time correlation functions are evaluated by taking time origins every

five time steps. In principle, several correlation functions depend on the wave vector

~q, but for an isotropic system they sometimes reduces to q ≡ |~q|.

6.4 Dynamic Properties: Single Particle Dynamics

6.4.1 Self-Intermediate Scattering Function

The self-intermediate scattering function, Fs(q, t), gives a complete description of

the single-particle properties that probes the single-particle dynamics over different

length scales, the range of which varies from the hydrodynamic regime (q → 0) to the

free-particle regime (q → ∞). The magnitudes obtained from the equation (5.67), in

the present simulations, are shown in Figure 6.8 for a few q values at temperature 373

K. These figures show a typical monotonic decrease of Fs(q, t) with increasing time.

The Fs(q, t) is closely related to the velocity autocorrelation function (VACF), Z(t),

of the tagged ion in the liquid. The Z(t) can be obtained from the limit (q → 0)

of the first-order memory function of the Fs(q, t). It can be easily obtained from its

definition given in equation (5.36), which stands for the normalized VACF. The OF-

AIMD results for self-intermediate scattering function, Fs(q, t) for the liquid NaxK1−x
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Figure 6.8: Normalized Fs(q, t) at different q’s for the l-NaxK1−x alloys at 373 K for
the concentrations, xNa= 0.3, 0.5, 0.6 and 0.7. Dashed (red) and solid (blue) line
represent Na and K respectively.

binary alloy at four different concentrations at 373 K are displayed in Figure 6.8. The

observed monotonic behaviour of Fs(q, t) as a function of t is found for all concentra-

tions. Here, it is also observed that the decay rate is slow for low q values and it is

increased very sharply as q value increases.
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6.4.2 Velocity Autocorrelation Function

The OF-AIMD results for the VACF, Z(t), for liquid NaxK1−x binary alloys for nine

different concentrations at 373 K are displayed in Figure 6.9. The most common fea-

ture of Z(t) is its oscillatory behaviour. Different magnitudes related to the atomic

transport properties of a tagged ion can be evaluated from the normalized veloc-

ity autocorrelation function Z(t). The power spectrum of VACF, Z(ω), is obtained

from the Fourier Transformation (FT) of Z(t). The negative values of Z(t) have

a first minimum which is followed by rather weak oscillations and indicate typical

back-scattering behaviour of ions due to cage effects produced by the nearest neigh-

bours [43]. The Zd
NaK(t) takes into account the effect of distinct correlations, either

between the ions of same kind or different species. The distinct VACF, Zd
NaK(t),

oscillates from negative values for the concentrations xNa = 0.3, 0.5 and 0.8. It is

also found from the Figure 6.9 that the VACF Z0
NaK(t) and ZNaK(t) are oscillating

almost in the same phase for the concentrations, xNa = 0.3, 0.5 and 0.8. While for the

concentration, xNa = 0.1, 0.2, 0.4, 0.6 and 0.9 all the Z0
NaK(t), Z

d
NaK(t) and ZNaK(t)

are oscillating in the same phase. In the case of xNa = 0.1, 0.7, Zs
Na(t) and Zd

NaK(t)

exactly coincide with each other where Z0
NaK(t) and ZNaK(t) is oscillating with a very

small difference in phase. For the concentrations, xNa = 0.2, Zs
K(t), Z

d
NaK(t), and

for the concentrations, xNa = 0.2, 0.4 Z0
NaK(t), ZNaK(t) are exactly overlap with each

other. A quantitative account of the distinct effects is yielded by the γNaK as defined

in equation (5.58). The positive or negative values of γNaK denote [153–155] that

particles of the same or different species have a greater tendency to diffuse together

than the distinct or same species.



Chapter 6: Results and Discussion 145

0.0 0.2 0.4 0.6
-0.5

0.0

0.5

1.0

Z ij(t
) 

t (ps)

xNa = 0.1

0.0 0.2 0.4 0.6
-0.5

0.0

0.5

1.0

Z ij(t
) 

t (ps)

xNa = 0.2

0.0 0.2 0.4 0.6
-1.0

-0.5

0.0

0.5

1.0

Z i
j(t

)

t (ps)

xNa= 0.3

0.0 0.2 0.4 0.6
-0.5

0.0

0.5

1.0

Z ij(t
) 

t (ps)

xNa = 0.4

0.0 0.2 0.4 0.6
-1.0

-0.5

0.0

0.5

1.0

Z i
j(t

)

t (ps)

xNa = 0.5

0.0 0.2 0.4 0.6
-0.5

0.0

0.5

1.0

Z i
j(t

)

t (ps)

xNa = 0.6

0.0 0.2 0.4 0.6
-0.5

0.0

0.5

1.0

Z i
j(t

)

t (ps)

xNa = 0.7

0.0 0.2 0.4 0.6
-1.0

-0.5

0.0

0.5

1.0

Z i
j(t

)

t (ps)

xNa= 0.8

0.0 0.2 0.4 0.6
-0.5

0.0

0.5

1.0

Z i
j(t

)

t (ps)

xNa = 0.9

Figure 6.9: Normalized partial VACFs for NaxK1−x liquid alloy at 373 K and xNa =
0.1 to 0.9. Full orange, dot olive, dash dot violet lines, full red circles and full blue
triangles correspond to Zs

Na(t), Z
s
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0
NaK(t) and ZNaK(t), respectively.
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6.4.3 Diffusion Coefficients

Atoms of a mixture diffuse into the material, almost like in a pure liquid. This is

equivalent to the self-diffusion, which is a unique attribute that is determined by

the self-diffusion coefficient. A mixture’s associated velocity autocorrelation function

(VACF), Zij(t), can be used to calculate the one coefficient for each chemical species.

This function can be calculated with greater accuracy than the mean squared dis-

placement, because relevant information corresponds to short time-range. We can

Table 6.6: Diffusion coefficients, (×10−4cm2.s−1) calculated from the Green-
Kubo relation of the l-NaxK1−x binary alloys at 373 K. Where w refers to
calculated values of J.F. Wax [150]

xNa Ds
Na Ds

Na,w Ds
K Ds

K,w Dint Dw
int D0

NaK DNaK Dd
NaK γNaK

0.1 0.42 0.50 0.42 0.44 0.39 0.44 0.43 0.43 -0.26 -0.054

0.2 0.47 0.48 0.45 0.42 0.39 0.41 0.49 0.49 -0.49 -0.160

0.3 0.35 0.47 0.31 0.39 0.32 0.36 0.36 0.34 0.32 0.196

0.4 0.40 0.47 0.35 0.38 0.37 0.34 0.38 0.40 0.00 0.000

0.5 0.38 0.46 0.33 0.36 0.37 0.33 0.37 0.40 0.28 0.198

0.6 0.49 0.46 0.43 0.37 0.43 0.31 0.48 0.48 -0.51 -0.267

0.7 0.24 0.45 0.21 0.35 0.14 0.30 0.22 0.21 -0.19 -0.184

0.8 0.36 0.46 0.29 0.35 0.25 0.27 0.31 0.31 0.43 0.158

0.9 0.34 0.46 0.28 0.35 0.27 0.30 0.29 0.29 0.00 0.000

mention here that, the atom’s spectrum density, Zij(ω), can provide the information

regarding to its vibrational behavior. In addition, a phenomenon known as inter-

diffusion occurs in mixtures and is associated with the capacity of both species to

mix or segregate. This is a collective property, pictured by the inter-diffusion coeffi-

cient as stated in equation (5.59). The time correlation functions (TCF) among the

atomic velocities gives information about the mobility related transport properties of

the system. The relative velocity correlation functions (VCFs), Zij(t), results and dif-
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fusion coefficients, Ds
Na, D

s
K, D0

NaK, DNaK, Dd
NaK and inter-diffusion, Dint are reported

in this section.

The present OF-AIMD results for the diffusion coefficients for NaxK1−x liquid

alloys for all nine concentrations are presented in Table 6.6. The Dd
NaK considers the

impact of distinct diffusion coefficients for particles of the same or different species.

The γNaK, as stated in equation (5.58), provides a precise quantitative evaluation of

the different effects. The positive or negative values of γNaK signify [153–155] that

particles of the same or different species have a stronger tendency to diffuse together

Table 6.7: Diffusion coefficients, (×10−4cm2.s−1) calculated from the Ein-
stein relation for l-NaxK1−x alloys at 373K.

Con. T(K) Ds=limt→∞
〈δr2(t)〉

6t

xNa Ds
Na Ds

K D0
NaK

0.1 0.53 0.48 0.53

0.2 0.59 0.53 0.58

0.3 0.43 0.39 0.42

0.4 0.49 0.44 0.47

0.5 373 0.50 0.48 0.49

0.6 0.70 0.66 0.68

0.7 0.43 0.44 0.44

0.8 0.69 0.70 0.70

0.9 1.01 1.10 1.09

than those of the same or separate species. We have compared Ds
Na and Ds

K with

Ds
Na,w and Ds

K,w calculated values of Wax which are found to be good in agreement.

For the concentrations, xNa = 0.1, 0.3 our results closely fit with the value calculated

by Wax. Throughout the wide range of concentrations, the ratio Ds
Na/D

s
K actually

stays essentially constant. Only for the concentrations xNa= 0.8 and 0.9 do we observe

a slight deviation.
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All these quantities are rather slowly varying functions of the concentration. In

our calculation we have observed the similar trend except for xNa = 0.2, 0.4 and

0.6 where a small deviation is found from its regular trends. We have calculated

inter-diffusion coefficient from the Darken’s semiempirical expression SCC(q → 0)

Dint = x1x2D
0
12 [156], which is obtained by neglecting the distinct interparticle ve-

locity correlations. Following Darken’s argument if we neglect distinct part of the

diffusion, the values of γNaK for all concentrations become positive which indicates a

homo-coordinating tendency. γNaK refers to the deviation from ideal mixture.

We compared our OF-AIMD results for diffusion with the results calculated by J.

F. Wax [150], which are presented in Table 6.6. We see from the table that our OF-

AIMD simulated results are somewhat good in agreement with the results obtained

by Wax. We also estimated the diffusion coefficient using the Einstein relation, and

the results are shown in Table 6.7. It is evident from Table 6.6 and Table 6.7 that the

self diffusion coefficients D0
NaK estimated using simulation data and the Green-Kubo

relation yield values that are nearly identical to those obtained using the Einstein

relation (MSD). The diffusion results of the OF-AIMD calculation lie within 4%-12%

that of the magnitude obtained from MSD calculation.

The Stokes-Einstein (SE) relation ηD = kBT
2πd

, establishes a link between η and the

self-diffusion coefficient D in the context of the Brownian motion of a macroscopic

particle with a hard sphere diameter d in a liquid with viscosity η. This relation, which

was not created for atoms, has been utilized to calculate D (or η) by matching d to the

location of the mean peak of g(r). The Stokes-Einstein relation failing, as described

for super-cooled liquid [157,158], is correlated with the dynamical heterogeneity. The
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non-exponential decay of the correlation function, g(r), is one of the markers of this

property. Our findings for g(r) suggest that the decay of the correlation function

is not purely exponential. Therefore, a departure from the SE relation (D = kBT
Cπηd

)

may be seen. However, it needs more in-depth research. From the perspective of

SE theory, it is fascinating and straightforward which boundary condition—slip or

stick—is appropriate for NaxK1−x liquid binary alloy. Table 6.8 provides values for

diffusion coefficients with C= 2 and C= 3, and d = rp (rp is the location of the

principal peak of g(r)), where C= 2 and C= 3, respectively represent the slip and stick

Table 6.8: Diffusion coefficients, (×10−4cm2.s−1) calculated from the SE
relation for different values of C for l-NaxK1−x alloy at 373K.

Con. T(K) OF-AIMD D = kBT
Cπηd

OF-AIMD

xNa η(GPa.ps) C =2 C =3 D0
NaK

0.1 0.47 0.38 0.25 0.43

0.2 0.47 0.39 0.26 0.49

0.3 0.50 0.37 0.25 0.36

0.4 0.49 0.39 0.26 0.38

0.5 373 0.53 0.37 0.24 0.37

0.6 0.59 0.34 0.23 0.48

0.7 0.59 0.34 0.23 0.22

0.8 0.60 0.35 0.24 0.31

0.9 0.63 0.34 0.23 0.29

boundary conditions [74]. We take note of the fact that a few other writers [157,158]

employed C = 4, 6 for the slide and stick condition for super-cooled liquids. Table 6.8

demonstrates that when C=2, the OF-AIMD produced diffusion agrees more closely

with SE values. This makes it possible to deduce that a liquid NaxK1−x alloy that is

close to melting temperature meets the slip boundary condition.
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6.5 Dynamic Properties: Collective Dynamics

6.5.1 Intermediate Scattering Function

The collective dynamics due to the density fluctuations in the alloy is generally de-

scribed through the partial Ashcroft-Langreth (AL) ISF, Fij(q, t). ISF, F (q, t), pro-

vides information regarding the time evolution of the collective excitation’s (propa-

gation and damping). F (q, t) is directly obtained from the MD simulations through

the wave vectors ~q allowed by the size of the simulation box and the time evolution of

the ionic positions. The F (q, t) is usually defined by the relation of equation (5.69).

When q-values are small Fij(q, t) oscillates in a typical manner. The amplitude of the

oscillations gets weaker as q-value increases. Furthermore, the oscillatory shape is su-

perposed on a weak diffusive component. The F (q, t) exhibit a slow decay at q ≈ qp.

This is actually induced by the strong spatial correlations at around that q-values and

this phenomenon is known as de Gennes narrowing. Minimum q values allowed by

the present OF-AIMD simulation are qmin= 0.117, 0.120, 0.122, 0.124, 0.127, 0.129,

0.133, 0.136 and 0.140Å−1 for xNa = 0.1 to 0.9 respectively. Figure 6.10-6.11 show

the nature of Fij(q, t) for a few q values and for nine different concentrations. The

observed slow decay that is dominated by the diffusive contributions for small q’s in

the partial FNaNa(q, t), FKK(q, t) and FNaK(q, t), due to the effect of screening of the

oscillations is connected to the flow of the density fluctuations. Whereas for some q

values the FNaK(q, t) takes on negative values for all concentrations. However, with

increasing value of q the decay rate becomes faster at small t.
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Figure 6.10: Partial ISF, Fij(q, t) of the NaxK1−x liquid alloy at several q values for
xNa= 0.1, 0.3 and 0.5 at T = 373 K. The blue, red, orange and olive colours are for
FNaNa(q, t), FKK(q, t), FNaK(q, t) and FNN(q, t), respectively.



Chapter 6: Results and Discussion 152

0 1 2 3
-0.6

-0.4

-0.2

0.0

0.2

0.4

0.6

F i
j(q

,t)

t (ps)

xNa = 0.7

q = 0.775

0 1 2 3
0.0

0.4

0.8

1.2

1.6

2.0

2.4

F i
j(q

,t)

t (ps)

xNa = 0.7

q = 1.770

0 1 2 3

0.0

0.2

0.4

0.6

0.8

1.0

1.2

F i
j(q

,t)

t (ps)

xNa = 0.7

q = 3.371

0 1 2 3
-0.6

-0.4

-0.2

0.0

0.2

0.4

0.6

0.8

q = 0.771

F ij(q
,t)

 

t (ps)

xNa = 0.8

0 1 2 3
-0.2

0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

1.6

q = 1.773

F ij(q
,t)

 

t (ps)

xNa = 0.8

0 1 2 3
-0.2

0.0

0.2

0.4

0.6

0.8

1.0

1.2

q = 3.336

F ij(q
,t)

 

t (ps)

xNa = 0.8

0 1 2 3
-0.8

-0.6

-0.4

-0.2

0.0

0.2

0.4

0.6

0.8

1.0

F ij(q
,t)

t (ps)

xNa = 0.9

q = 0.792

0 1 2 3
-0.4

-0.2

0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

F i
j(q

,t)

t (ps)

xNa = 0.9

q = 1.773

0 1 2 3

0.0

0.2

0.4

0.6

0.8

1.0

1.2

F i
j(q

,t)

t (ps)

xNa = 0.9

q = 3.378

Figure 6.11: Partial ISF, Fij(q, t) of the NaxK1−x liquid alloy at several q values for
xNa=0.7, 0.8 and 0.9 at T = 373 K. The blue, red, orange and olive colours are for
FNaNa(q, t), FKK(q, t), FNaK(q, t) and FNN(q, t), respectively.
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6.5.2 Dynamic Structure Factors

The dynamic structure factor S(q, ω) is closely connected with F (q, t). The time

Fourier Transformation (FT) of the OF-AIMD Fij(q, t) in the ω-domain yields the

partial dynamic structure factors (PDSF) Sij(q, ω) (with an appropriate window to

smooth out truncation effects). Its importance lies in its direct connection to the

inelastic neutron scattering or the IXS data. The intensity observed in an inelastic

x-ray scattering (IXS) experiment and, the coherent component of the intensity in

inelastic neutron scattering (INS) have direct relations with Sij(q, ω). To the best

of our knowledge only a few preliminary measurements for S(q, ω) through INS and

IXS for different concentrations of liquid NaxK1−x alloys are available. So we have

intended to compare our OF-AIMD value with those data where appropriate. We

noticed that for small q’s, SNN(q, ω) show Rayleigh-Brillouin type structure which is

similar to that of the one component systems near to the hydrodynamic region, except

the extended central line caused by the inter-diffusion processes. We have reported

the results for the Sij(q, ω) for several q values in Figure 6.12. Calculated Sij(q, ω)

shows the following general trends: (i) show side-peaks, indicative of collective density

excitation’s, for small q and (ii) for large q-values, Sij(q, ω) decreases monotonically.

The appearance of the side peaks depends on the range of concentrations, as depicted

in Figure 6.12.
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Figure 6.12: PDSF, Sij(q, ω) of NaxK1−x liquid alloy for xNa = 0.3, 0.5 and 0.7. Red
dash dot dot, blue dash, orange dot and olive lines are for SNaNa(q, ω), SKK(q, ω),
SNaK(q, ω) and SNN(q, ω), respectively.
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6.5.3 Longitudinal Current Correlation Functions, Dispersion

Relations and Adiabatic Sound Velocity

The particle current with the j-type component [147] jj(q, t) is often divided into

a longitudinal component jLj (q, t), and a transverse component jTj (q, t). The former

one is parallel and the latter one is perpendicular to q and these are also interesting

dynamical functions. The partial longitudinal current correlation functions (PLCCF)

and transverse current correlation functions (TCCF), CL
ij (q, t) and CT

ij(q, t) to be

acquired from the relation CL
ij (q, t) = 〈jLj (q, t).jLj ∗(q, 0)〉 and CT

ij (q, t) =
1
2
〈jTj (q, t).jTj ∗

(q, 0)〉. The related time FT results in the corresponding spectrum of CL(q, ω) and

CT (q, ω), where CL(q, ω) = ω2S(q,ω)
q2

. These dynamical magnitudes were computed

from the configurations produced in the current OF-AIMD simulations. All of the

previous correlation functions for isotropic systems rely solely on the equation q = |q|.

The estimated PLCCF, CL
ij (q, t) are displayed in Figure 6.13 for the concentrations

xNa = 0.3, 0.5 and 0.7 for various q values. The partial current correlation function

CL
KK(q, t) and CL

NaK(q, t) oscillate precisely at similar phase for concentrations of xNa

= 0.3, 0.5 and 0.7 for all q’s as shown in the figure. Contrarily, for the concentration

of xNa = 0.3 (q = 0.423, 1.305) and 0.5 (q = 0.421, 1.321) oscillations of CL
NN(q, t)

shifts to the right side from CL
NaNa(q, t). For xNa = 0.7 and q = 0.420 the oscillation

of CL
NN(q, t) shifts toward the right from CL

NaNa(q, t) but for q = 1.013 oscillation

of CL
NaNa(q, t) and CL

NN(q, t) are in phase. In this case, we observe that as time t

increases, the oscillation’s amplitude monotonically decreases to zero.

Figure 6.14 illustrate the PLCCF for the four distinct concentrations of xNa = 0.3,

0.5, 0.6 and 0.7 that are originated from the OF-AIMD simulations. Longitudinal
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Figure 6.13: PLCCF, CL
ij (q, t) for NaxK1−x liquid alloy at 373 K for xNa= 0.3, 0.5,

0.6 and 0.7. The purple dashed, red solid line, blue open circle and olive dot dashed
represent CL

NaNa(q, t), C
L
KK(q, t), C

L
NaK(q, t) and CL

NN(q, t) respectively.
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current correlation functions CL
ij (q, ω) can be used to gather data regarding the lon-

gitudinal collective modes. For all q’s, we can see that, there is at least one peak of

CL
KK(q, ω) and CL

NaK(q, ω) coincides at a certain frequency.

Figure 6.14 shows that for xNa = 0.3 and q = 0.423, the peaks of CL
KK(q, ω),

CL
NaK(q, ω) and CL

NN(q, ω) appear at the same frequency ω = 10.16 ps−1. But the

peak of CL
NaNa(q, ω) shifts to the right and located at ω = 12.70 ps−1. It is also noticed

that for xNa = 0.3 and q = 1.305 peaks of CL
KK(q, ω), C

L
NaK(q, ω) remain at the same

ω but of CL
NaNa(q, ω) and CL

NN(q, ω) shift toward the right side. For the concentration

xNa = 0.5 and q = 0.421, the peaks of CL
KK(q, ω), C

L
NaK(q, ω) and CL

NN(q, ω) appear

at the same frequency ω = 9.48 ps −1. But the peak of CL
NaNa(q, ω) shifts to the

right and located at the frequency ω = 10.65 ps−1. It is further noted that for xNa

= 0.5 and q = 1.321 peaks of CL
KK(q, ω) and CL

NaK(q, ω) remain at the same ω but

CL
NaNa(q, ω) and CL

NN(q, ω) shift toward the right side.

Figure 6.14 shows that for xNa = 0.6 and q = 0.431, the peaks of CL
KK(q, ω),

CL
NaK(q, ω) and CL

NN(q, ω) appear at the same frequency ω = 10.23 ps−1. But the

peak of CL
NaNa(q, ω) shifts to the right and appears at ω = 13.06 ps−1. Additionally,

it is noted for xNa = 0.6 and q = 1.240 that peaks of CL
KK(q, ω), C

L
NaK(q, ω) keeping

the same ω but CL
NaNa(q, ω) and CL

NN(q, ω) shift toward the right side. For the con-

centration xNa = 0.7 and q = 0.420, the peaks of CL
KK(q, ω) and CL

NaK(q, ω) appear

at the same frequency ω = 12.48 ps−1 but of CL
NaNa(q, ω) and CL

NN(q, ω) are slightly

shifted toward right and appear at ω = 14.06 ps−1. On the other hand, for xNa =

0.7 and q = 1.013 peaks of CL
KK(q, ω) and CL

NaK(q, ω) show up at ω = 15.60 ps−1 but

CL
NaNa(q, ω) and CL

NN(q, ω) shifts toward the right side with ω = 23.58 ps−1.
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Figure 6.14: PLCCF spectra CL
ij(q, ω) for NaxK1−x liquid alloy at 373 K for xNa =

0.3, 0.5, 0.6 and 0.7. The purple dashed, red solid line, blue dot and olive dot dashed
represent CL

NaNa(q, ω), C
L
KK(q, ω), C

L
NaK(q, ω) and CL

NN(q, ω) respectively.
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Figure 6.15: Longitudinal dispersion relation for the liquid NaxK1−x alloy at 373 K for
the concentration, xNa= 0.3, 0.5 and 0.7. Full circles: peak positions ωm(q) from the
OF-AIMD CL(q, ω). Solid line: linear dispersion for the adiabatic sound velocities.

Table 6.9: Adiabatic sound velocities, cs, for l− NaxK1−x alloy at 373K.

Concent. Temperature cs (m/s)

xNa K OF-AIMD Expt.

0.1 3652.83±3.45 .......

0.2 4424.11±1.62 .......

0.3 2504.30±3.13 .......

0.4 4477.30±1.74 2023±5

0.5 373 2271.30±9.57 1998.00

0.6 2414.23±1.35 2145±5

0.7 3250.90±1.70 2196±5

0.8 4461.02±2.20 .......

0.9 2504.30±1.13 2345±5

The longitudinal dispersion relation ωLNN(q) (average frequency) for the concen-

trations, xNa = 0.3, 0.5 and 0.7 is depicted in Figure 6.15. We have estimated the

adiabatic sound velocity of these modes employing the relation cs = ωB(qmin)
qmin

. Here

it is estimated on the basis of the location of the Brillouin peak at qmin, ωB(qmin).

Table 6.9 presents the computed adiabatic sound velocity cs. We notice that, for the
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concentration of xNa = 0.5, the experimentally determined value of adiabatic sound

velocity [159] is quite close to the value calculated by our OF-AIMD method. For the

concentration of xNa = 0.4, 0.6, 0.7 and 0.9 the experimental results are taken from

Abowitz et al. [152], which are favourable to our calculated results. The experimental

adiabatic sound velocity for other four concentrations are not available to us.

6.5.4 Transverse Current Correlation Functions and Shear Vis-

cosity

The total transverse current correlation function can be used to calculate the shear

viscosity, η of alloys. The total transverse current correlation function is defined

by CT
t (q, t) = 〈jTt (q, t) ∗ jTt (q, 0)〉, where the total transverse current is jTt (q, t) =

x
1/2
1 m1j

T
1 (q, t)+x

1/2
2 m2j

T
2 (q, t). Simple liquid alloys exhibit η variations with concen-

tration. This is either linear or slightly deviated from linearity; positive deviations

are typically observed in those alloys with pronounced homo-coordination tenden-

cies. The partial transverse current correlation function (PTCCF), CT
ij(q, t) is shown

in Figure 6.16 for xNa = 0.3, 0.5, 0.6, and 0.7 for several different q values. The

transverse current correlation function exhibits oscillating behaviour, as seen from

the figure at low q. When q is large the amplitude of oscillation’s decreases with

increasing time.

The partial current correlation spectrum CT
ij(q, ω) is provided by the time FT of

CT
ij(q, t). The PTCCF spectrum CT

ij(q, ω) can be used to identify whether the shear

modes are present in the system or not. These modes are not directly related to any

observable parameter. Hence the only tools available for their investigation are
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Figure 6.16: PTCCF, CT
ij(q, t) for NaxK1−x liquid binary alloy at 373 K for the

concentrations, xNa = 0.3, 0.5, 0.6 and 0.7 at several q values. The purple dashed,
red solid line, blue dot and olive dot dashed represent CT

NaNa(q, t), C
T
KK(q, t), C

T
NaK(q, t)

and CT
NN(q, t) respectively.
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theoretical models or MD simulations. A few investigations on transverse currents in

liquids have been conducted, and those that have intended to focus on one-component

systems have discovered that CT (q, ω) evolves [43,44] as a function of ω from a Gaus-

sian (when q → ∞) toward a Lorentzian curve (when q → 0). Transverse modes are

unable to spread in these harsh conditions, but at intermediate q’s, the CT (q, ω), may

have a peak that is associated with propagating shear waves. The first CMD simu-

lations of transverse current correlations in binary liquids were performed on molten

salts. The peak of CT
NN(q, ω) was at intermediate q’s, just like in single component liq-

uids. Furthermore, a peak in the charge-charge transverse current correlation curves

was seen for both small and intermediate q’s. The hydrodynamic limit revealed a

connection between this peak and transverse optical modes with a finite frequency.

Table 6.10: Calculated OF-AIMD viscosity, η is compaired with KS-AIMD value
computed by J. F. Wax, the experimental results of Kitajima and Potter [160] of
l-NaxK1−x alloy at thermodynamic state 373K.

Con. Temp. η (GPa.ps)

xNa K OF-AIMD LT app. Wax Sim. Kitajima exp. Potter exp.

0.1 0.47 ... 0.36 0.42 0.46

0.2 0.47 ... 0.37 0.44 0.47

0.3 0.50 0.48 0.39 ... 0.45

0.4 0.49 ... 0.41 ... 0.49

0.5 373 0.53 0.53 0.43 0.48 0.51

0.6 0.59 0.56 0.46 0.51 0.55

0.7 0.59 0.59 0.49 ... 0.56

0.8 0.60 ... 0.49 ... 0.59

0.9 0.63 0.65 0.49 0.57 0.63
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Figure 6.17: PTCCF spectrum, CT
ij(q, ω) for NaxK1−x liquid binary alloy at 373K for

the concentrations, xNa = 0.3, 0.5, 0.6 and 0.7 at several q values. The blue dashed,
red dot and olive solid line represent PTCCF namely, CT

NaNa(q, ω), C
T
KK(q, ω) and

CT
NN(q, ω) respectively.
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For binary Lennard-Jones systems and metallic alloys, additional CMD research has

identified optical-like modes associated with CT
CC(q, ω). Figure 6.17 shows some cal-

culated CT
ij(q, ω) for different q values at concentrations, xNa = 0.3, 0.5, 0.6 and 0.7.

As can be seen from the figures that CT
NaNa(q, ω) and CT

KK(q, ω) for the smallest q’s

achieved in the simulations as mentioned in section 6.5.1 do not exhibit a peak. How-

ever, for q = 0.299 Å−1 and xNa = 0.3, CT
NN(q, ω) strat to exhibits a peak. Whereas all

components CT
NaNa(q, ω), C

T
KK(q, ω) and CT

NN(q, ω) for q>0.299 the spectrum display

distinct and clear peak. It is also found from the same figure that for, xNa = 0.6

and 0.7 the pre peaks of CT
NaNa(q, ω), C

T
KK(q, ω) and CT

NN(q, ω) are just appear for q

= 0.779 Å−1 and 0.775Å−1 respectively. While peaks of all components become very

prominent for q = 1.260 Å−1 and 1.013Å−1 for concentrations, xNa = 0.6 and 0.7 re-

spectively. It is interestingly observed that as q rises, CT
NN(q, ω) rapidly decreases. It

is to be note here that for convinience we do not present the figures for concentrations,

xNa = 0.1, 0.2, 0.4, 0.8 and 0.9.

The CT
NN(q, t) provides details on the typical behaviour of the system. It already

displays a high frequency peak at qmin that is comparable to that of CT
NaNa(q, ω). We

consider the influence of the composition on the viscosity of alloys. Our results at

373K for nine concentrations are displayed in Table 6.10, as well as experimental data

from S. Becker et. al [160]. We simulated nine regularly varying compositions at 373K

to explore the properties e.g. viscosity of NaxK1−x liquid binary alloys at those states.

Our calculated results are very good in agreement with the experimental data [31]

within the uncertainty of experiment. Our calculation exactly reproduce experimental

data [31] for the concentration, xNa = 0.2, 0.4 and 0.9. For the concentrations, xNa =
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0.1, 0.3, 0.5, 0.6, 0.7 and 0.8 our claculated results are slightly overestimated which

lies in between 1.69% to 11.11%. Whereas the calculated results of Wax is under

estimated by 12.5% to 22.22% in the whole concentrations range. The trends of the

experimental and all simulated results are similar.

We have also presented experimental results of Kitajima although we do not have

the results for all concentrations. Whatever the results we have, we see that the

Kitajima’s results are slightly under estimated from the potter results [31]. We do

not have any information regarding the experimental uncertainties between these two

experiments. But our results mostly reproduced the Potter’s experimental data [31].

The evolution of the viscosity of NaxK1−x vs concentration curve is rather smooth due

to the additivity of the pair interactions which leads to homocoordination tendencies

in the alloy.

We have calculated the shear viscosity of the alloy from the OF-AIMD results

from the CT
t (q, t). Table 6.10 illustrates the OF-AIMD values for the shear viscosity.

Similar trends are also seen in the results obtained from Linear trajectory (LT) ap-

proximation method by Helfhand [161]. OF-AIMD results for xNa = 0.5, 0.7 exactly

coincide with the values that are calculated by using the LT approximation method.

Here, we would like to note that our OF-AIMD results agreed very well with the LT

approximation [161].



Chapter 7

Conclusions

7.1 Conclusions

We have presented results of the OF-AIMD simulation study for some static properties

and dynamic properties of NaxK1−x liquid binay alloys for nine different concentra-

tions near their melting temperatures. Here, Exc[n] functionals are treated by using

the LDA and, the electron -ion interaction by a local pseudopotential. Present OF-

AIMD results are reliable and accurate as much as the DFT and as the LDA are

valid.

The OF-AIMD total static structure factor, ST (q), is quite good in agreement with

the x-ray diffraction data [149]. A detailed analysis of the ionic configurational data

of the atoms generated by the OF-AIMD for the alloy indicates the presence of the

homo-coordinate tendency. This trend becomes more marked with the increase of Na

concentration in the alloy. The above tendencies are farther confirmed by calculating

the well-known SRO parameters.

166
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In the case of single particle dynamics, we have started with the VACF Zij(t)

which illustrates the back scattering effects when t is small. The diffusion coefficients

calculated from time integral of Zij(t) and from the Stoke-Einstein relation are very

close to each other in magnitude for the system under study. The agreement found

in this case is within a few percent of experimental values. The present OF-AIMD

results allows us to say that the slip boundary condition associated with the Stokes-

Einstein (SE) theory is appropriate for liquid NaxK1−x binary alloy. This result also

indicates that, the molecules in the liquid binary alloys under study are exhibiting

different kind of Brownian motion than that of the suppercooled liquid or glass. It

is informative that the structural relaxation time τ can be derived from the equation

Fs(q, τ) =
1
e

for any ~q. As Fs(q, t) is controlled by the self-diffusion coefficients, the

knowledge of τ is sometimes useful to examine the break down limit of the Stokes-

Einstein relation.

Effects of the collective dynamics, for example dynamical structure factor Sij(q, ω)

or adiabatic sound velocity (ASV) show the appropriate physical trends, and agree

well with the corresponding experimental values. For instance, the positions of the

side peak of Sij(q, ω) for different values of q yields a dispersion curve. The slope of

this dispersion curve at q → 0 provides the value for the ASV. ASV thus obtained is

found to be good in agreement for the liquid NaxK1−x binary alloy. The OF-AIMD

shear viscosity, η, also agree well with the available experimental values and also with

the values of some model calculations. We can infere that CT
ij(q, ω) displays prepeak

for all component with increasing q values, but at smallest possible q prepeaks are

not seen for all concentrations under study.
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Structural properties predicted by the present simulation study are having the

same accuracy as that of the AIMD [149] as far as the agreement with experimental

values is concerned. From a careful look it appears that, values obtained from the

S(q) and g(r) (for instance, coordination number, isothermal compressibility etc.) are

found to be even better in agreement with the available experimental data than that

of AIMD [150]. In the case of dynamics namely the self diffusion coefficients (SDC)

and ASV. Similar trends are also observed. These evidences, however, do not allow

us to claim that OF-AIMD is better in accuracy than AIMD, but we can say that we

are fortunate in selecting the potential parameters.

Finally, in the Conclusion we can say that the OF-AIMD simulation technique is

very much reliable and, can predict the static properties and dynamic properties of

liquid NaxK1−x binary alloys well at near its melting point. Comparison of the OF-

AIMD and AIMD results from the point of view of the agreement with experiment

suggests that accuracy of the former method is as good as the latter one for the case

of NaxK1−x liquid binary alloys. This might happaned due to the advantage of taking

more particles in the sample for the OF-AIMD than AIMD. The simulation work on

other liquid alkali metal alloys is also in progress. Results of these will be published

when completed.

The OF-AIMD simulation results presented in this thesis provide a useful informa-

tion and better understanding on the static and the dynamic properties of NaxK1−x

liquid binary alloys. So, it is natural to expect that these information can be useful

for those who are interested to have a better understanding of the alkali metal alloy,

in particular, to use liquid alkali metal alloys as a coolant in the nuclear reactors.



Appendix A

Collective Dynamics in Liquid Alloys

The definitions of the magnitudes used in this study are provided here. Some of them

are rather common and are covered in a wide range of reliable references. We take

into account a binary system with N1 and N2 particles of each type. Concentrations

xi =
Ni

(N1+N2)
= Ni

N
, and the total number density, ρ = N

V
with a volume V .

Starting in Fourier space, where the average is calculated over wavevectors and

time origins using the same module, we begin with partial microscopic number den-

sities.

ρij(q, t) =
1

√

Nj

Nj
∑

l=1

e[−iq.r
(j)
l

(t)] (j = 1, 2) (A.1)

The definition of AL partial intermediate scattering functions, Fij(q, t) is

Fij(q, t) = 〈ρi(q, t+ t0)ρj(−q, t0)〉

=
1

√

NiNj

〈
Ni
∑

l=1

e[−iq.r
(i)
l

(t+t0)]

Nj
∑

n=1

e[−iq.r
(j)
n (t0)]〉 (A.2)

These functions’ initial values are the static AL partial structure factors, Sij(q) =

Fij(q, t = 0), which are connected to the partial PDF, gij(r), through the time FT.
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Sij(q) = δij + ρ
√

(xixj)

∫

[gij(r)− 1]e[−q.r]dr. (A.3)

The ISF can also be separated in a similar manner, as

Fij(q, t) = F s
j (q, t)δij +

√

(xixj)F
d
ij(q, t). (A.4)

where F s
j (q, t) indicates the self part, this relates to the autocorrelation of the j-type

single-particle density, ρsj(q, t) = e[−iq.r
j
n(t)]. Here, n can have any value between 1 to

Nj , and F s
j (q, t) = 〈ρsj(q, t+t0)ρsj(−q, t0)〉 includes an additional average over similar-

type particles. The second component in equation (A.4) corresponds to the terms in

Fij(q, t) that do not share any particles in the double sum that defines equation (A.2).

The PDSF for AL are defined by the time FT into frequency domain,

Sij(q, ω) =
1

2π

∫

Fij(q, t)e
[iωt]dt. (A.5)
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Total Static Structure Factor

The system can be configured repeatedly through molecular dynamic (MD) simu-

lations. As a result, it is possible to calculate the partial pair distribution func-

tions (PDF), gij(r), given the positions of the atoms in the simulation box. Both

the topological and chemical order are described by these functions. Bathia and

Thornton’s [162] partial structural factors provide an excellent illustration of these

characteristics.

The BT partials are defined as the sum of the magnitudes of the AL partials

SNN(q) = x1S11(q) + x2S22(q) + 2
√

(x1x2)S12(q)

SCC(q) = x1x2[x2S11(q) + x1S22(q)− 2
√

(x1x2)S12(q)] (B.1)

SNC(q) = S11(q)− S22(q) + (x2 − x1)/
√

(x1x2)S12(q).

The first one calculates the relationship between the local density of atoms, re-

gardless of their chemical composition. As a result, it is connected to the topological

order. The second one gauges the relationship between the local composition and is
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connected to the chemical order, while the third one relates to the cross-correlation

between concentration and atomic density.

All these functions can be connected to experimental measurements in several

ways. First, total structure factors as measured in x-ray or neutron diffusion experi-

ments can be reconstructed from the partial ones as

S(q) =
x1f

2
1S11(q) + 2

√

(x1x2)f2S12(q) + x2f
2
2S22(q)

x1f 2
1 + x2f 2

2

(B.2)

where f1 and f2 corresponds to the x-ray or neutron scattering form factor of i type

atom. From the partial AL static structure factors Sij(q), the total neutron weighted

static structure factor ST (q) is readily evaluated using the expression

〈b2〉S(INS)
T (q) =

2
∑

i=1

(

〈b2i 〉 − 〈bi〉2
)

xi +

2
∑

i,j=1

(xixj)
1/2〈bi〉〈bj〉Sij(q) (B.3)

where, 〈bi〉 is the coherent scattering length, 4π〈bi〉2 is the total scattering cross-

section and 〈b〉2 =
∑2

i=1 xi〈b2i 〉 is the average cross-section per atom. In the case of

IXS, the total static structure factor only presents the coherent term, namely,

S
(INS)
T (q) =

2
∑

i,j=1

(xixj)
1/2 fi(q)fj(q)

〈f 2(q)〉 Sij(q) (B.4)

where, fi(q) are the atomic scattering form factors and 〈f 2(q)〉 =
∑2

i=1 xif
2
i (q).
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Appendix C

Average Kinetic Energy Density

Functional

We think of kinetic energy as a functional

Ts[ρ] = Tβ[ρ] + TW [ρ], (C.1)

here, TW [ρ(r)], Tβ [ρ], k̃(r) and k(r) are defined in equations 4.86, 4.87, 4.88 and 4.89

respectively. We want to restore the LRT outcome in the case of minor deviations

from a homogeneous system. The weight function is obtained by equating the FT of

the second functional derivative of Ts[ρ] with regard to ρ(r) when ρ(r) = ρ0, to the

inverse of the Lindhard response function

(6β2 − 20

3
β +

10

9
) + 4β(

5

3
− 2β)ω̄β(η) + 2β2ω̄β(η)

2 =
10

9
(

1

πL(η)
− 3η2) (C.2)

where η = q/2k0F ,and ω̄β are the FT of ωβ, respectively and

πL(η) =
1

2
(1 +

1− η2

2η
ln|1 + η

1− η
|). (C.3)
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is the response function for a homogeneous electron gas without interactions. When

the solution to equation (C.2) is taken into consideration and β is within the range

0 ≤ β ≤ 5
6

so that the power of ρ(r) in equation (4.87) is positive, the weight function

is provided by

ω̄β(η) = 2− 5

3β
+

1

3β

√

(5− 3β)2 + 5(π−1
L (η)− 1− 3η2) (C.4)

A stronger limit on β : β ≤ 0.5991 is imposed by the requirement that ω̄β be genuine.

The functional reduces to the Thomas-Fermi functional in the limit of uniform density

when using this weight function, recovering the LRT limit. The limit η → ∞ contains

the following

ω̄β(η) → C1 + A/η2 + ....... (C.5)

where

C1 = 2− 5

3β
+

1

3β

√

17− 30β + 9β2 (C.6)

It is practical to design a weight function that is "modified" since the constant C1

results in a Dirac delta function in real space

ω̃β(η) = ω̄β(η)− C1 (C.7)

in order for every convolution containing ωβ, such as in equation (??), to become

G(r) ∗ ωβ(2k0F r) = C1G(r) +G(r) ∗ ωβ(2k0F r) (C.8)

The point at which the mean electron density and, consequently, k0F , vanish, as in

the case of a finite system, is a crucial limit. As a result of η = q/2k0F → ∞ and

ω̃β(η) disappearing, the convolutions using the "modified" weight function are no

longer present. Therefore, k̃(r = C1k(r)), the kinetic energy functional changes to

Ts[ρ] = Tw[ρ] + C2
1TTF [ρ], and for β = 4/9, C1 = 0.
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