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Abstract

Nowadays, the development of smart cities has become a dire necessity to improve

the quality of human life. Wireless sensors and necessary information and commu-

nication technology (ICT) infrastructures are the fundamental building blocks of

smart cities. The number of connected sensor nodes worldwide is jumping to 125

bn by 2030. We are continuously witnessing the rapid development of sensor net-

works for a vast range of real-time applications. It becomes challenging to collect

data on time from these versatile sensor nodes. Moreover, the energy criticality of

these autonomous nodes is a crucial constraint to maximize lifetime of sensor net-

works. Existing works in the literature suffer from imbalance energy consumption,

reducing the network lifetime, and many of those don’t explore efficient methods

for on-time data collection from a network having obstacles.

In this dissertation, we aim to explore real-time data routing and collection

strategies both for obstacle-free and obstructed networks. At first, we focus on de-

veloping a novel data routing backbone to maximize network lifetime in an obstacle-

free sensor network. The first contribution of this thesis is introduction of a Starfish

routing (SFR) backbone for sensor networks with a mobile sink that spreads the

backbone nodes over the different regions of the network in such a manner that

any source node can directly access at least one of the backbone nodes. The con-

i

Dhaka University Institutional Repository



Abstract ii

struction of the SFR backbone is motivated by the water vascular system of a sea

Starfish. Following this, the backbone nodes are placed on a central ring-canal

that helps to alleviate the hot-spot problem around the network center, and on the

radial-canals that facilitate faster data delivery towards the mobile sink from any

corner of the network. These canals jointly help to distribute data routing loads

and uniform energy consumption throughout the network, resulting in extending

network lifetime.

The second contribution of this thesis is the development of a data collection

strategy for a mobile sink in an obstructed network to reduce data delivery delay

and to maximize network lifetime. Due to the presence of obstacles (e.g., building,

forest, etc.) and heterogeneous data generation rates, the data collection strate-

gies become more challenging and have not yet been well-studied. Therefore, it

necessitates developing a data collection schedule to maximize network lifetime for

real-time applications in an obstructed network. A high-speed data routing back-

bone and data collection schedule of a mobile sink in an obstructed network have

been developed as a mixed-integer linear programming problem that maximizes

network lifetime while meeting delay-deadline requirements of real-time applica-

tions. It finds an optimal travel plan of the mobile sink and corresponding sojourn

durations at sojourn locations. The proposed Starfish data collection schedule also

guarantees loop-free travel scheduling among the sojourn locations, ensuring bal-

anced energy consumption throughout the network. Finally, the performances of

these works have been carried out in Network Simulator-2, and significant improve-

ments are observed for both obstacle-free and obstructed sensor networks in terms

of network lifetime, end-to-end data delivery delay, throughput, etc. compared to

the state-of-the-art works.
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Chapter 1
Introduction

In this chapter, we overview the key motivation to develop Starfish routing (SFR)

backbone in real-time data collection with a mobile-sink aiming to maximize network

lifetime.

1.1 Introduction

The world’s urban population is proliferating with a projection to grow up to

68% by 2050 [5], [6]. Consequently, the development of smart cities has become a

dire necessity to improve the quality of human life; where different smart utility

services, efficient resource management, smart energy management, precision agri-

culture [7], [8], [1], smart home and building, smart transportation systems, etc.

would be available with the help of sensors or Internet of Things (IoT) devices [9]

and necessary information and communication technology (ICT) infrastructures.

These are considered as the fundamental building blocks of smart cities [10], [11].

Usually, the wireless sensor nodes include sensing, processing, storing, transmit-

ting, and strand-alone power capabilities. A number of sensors deployed in an area

collectively form a sensor network. Due to the higher degree of deployment flexi-

bility, we have witnessed a rapid growth of sensor networks based on a wide variety

1
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1.1 INTRODUCTION 2

of applications [12], [13], [2], [3], [14], [15], [4], due to their deployment flexibility.

Broadly, sensor network applications may be divided into two categories: mon-

itoring and tracking. Monitoring applications include environmental observation

such as precision agriculture [1], forest fire detection [12], flood detection, industrial

process, nuclear power plant and structural monitoring [2], smart grid monitoring

applications [3], emergency medical response [15], [16], military surveillance [17], e-

health, embedded intelligent systems, etc. On the other hand, tracking applications

include objects, animals, humans, vehicle tracking, etc.

Since the sensor networks are growing beyond simple connectivity for the ap-

plications, and it is projected that number of connected sensors or IoT devices

worldwide are jumping at 125 billion by 2030 [9]; it becomes challenging to collect

data from these multi-dimensional sensors within the required time limit [18], [19],

[20]. Besides, the efficiency of real-time data collection in sensor networks highly

depends on different strategies [21] within the bounded delay-deadline. The energy

criticality of these autonomous sensor nodes is still a constraint to maximize lifetime

[22] of sensor networks. Moreover, it is also challenging to determine efficient data

routing that offers uniform energy consumption throughout the network to extend

network lifetime and reduce end-to-end packet delivery delay for a real-time appli-

cation. Furthermore, the presence of obstacles in the network and heterogeneous

data generation rates of sensor nodes [23], the data collection strategies become

more complicated that has not yet been well-explored in the literature. Therefore,

to maximize network lifetime, it is necessary to develop an efficient data collection

schedule for a real-time application in an obstructed network.

In the early stage of development, static-sink-based data collection strategies

[24] seem to be quite reasonable since it is easy to develop, maintain, and, there-

Dhaka University Institutional Repository



1.1 INTRODUCTION 3

Figure 1.1: A sensor network with a static sink

fore, simplify design challenges of routing protocols in the networks. However,

researchers have discovered a number of shortcomings in this type of architecture

[25]. For example, the entire network’s traffic is confined to a small number of sen-

sor nodes because of the unique many-to-one converge-cast, as shown in Fig. 1.1.

As a result of this impact, the nodes in close proximity to a static sink (e.g., red

marked sensors in Fig 1.1) are exhausted with energy expenditure and become

dead. Therefore, the static sink is inaccessible from the rest part of the network,

and thus network is partitioned.

To prevent network partitioning problem, recent works have demonstrated the

effectiveness of mobile sink based routing strategies in the network [26]. Typically,

the mobile sink collects data traveling across the network, and this technique has

already been proven not only to enhance the network lifetime but also to minimize

Dhaka University Institutional Repository



1.1 INTRODUCTION 4

average end-to-end data collection latency to a great extent compared to its static

counterpart [27]. These works have also demonstrated that sink mobility ensures

data network connection under sparse and disconnected sensor networks.

In the state-of-the-art works, data collecting strategies employing a mobile sink

fall into two major categories: direct-contact based and rendezvous-node based. In

the direct-contact based strategy [18], [19], [28], the mobile sink visits each and

every node in the network; and collects data directly. On the other hand, a mobile

sink gathers data from a few designated nodes in a network using a rendezvous

node-based data collection strategy [29], [30], [31], instead of visiting all sensor

nodes in the network.

However, these strategies invite the problem of locating the destination sink,

establishing source-sink routing path dynamically, extending network lifetime, or

developing efficient data collection scheduling for various applications. Exhaustive

visits via all rendezvous nodes on cluster heads or backbone nodes are likewise

rendered infeasible for real-time applications due to application delay deadline vio-

lations. Even Nevertheless, there is still space to improve network longevity while

satisfying delay deadlines for real-time applications. In addition, most of the ex-

isting state-of-the-art works focus on developing routing paths or data collection

techniques in obstacle-free network environments. However, practical sensor net-

work applications suffer from adopting these protocols due to the presence of ob-

stacles (i.e., building, tree, pond, lake, forest, mountain, etc.) in the network. In

the presence of obstacles and heterogeneous data generation rates, data collection

strategies become more challenging to enhance network performances and lifetime

of sensor networks that have not yet been well-explored in the literature. As a

result, a real-time data collection strategy for an obstructed network should be
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1.2 SENSOR NETWORKS WITH MOBILE SINK 5

developed to maximize network lifetime. Therefore, in this dissertation, we con-

centrate on exploring an efficient data routing and data collection scheduling of a

mobile sink to maximize lifetime of sensor networks for a real-time application.

The rest of the chapter is organized as follows. The effectiveness of a mobile sink

in sensor networks is presented in section 1.2. An overview of data collection strate-

gies with mobile sink, and lifetime of sensor networks are described in Section 1.3,

and Section 1.4, respectively. Next, we discuss few real-time applications focusing

on different challenges in Section 1.5. The motivation of this research work is pre-

sented in Section 1.6. To alleviate issues of the practical applications, Section 1.7

presents the problem statement and the solution methodologies. The contributions

of the research effort are discussed in Section 1.8, and finally, Section 1.9 presents

the organization of the dissertation.

1.2 Sensor Networks with Mobile Sink

Typically, a static sink receives data from different locations of a network, as shown

in Fig. 1.1. In the literature, routing protocols with a static sink have been well

studied. These include QoS aware [32], end-to-end data routing, interference aware,

hop-by-hop data transmission, cross-layer protocols, multipath routing protocols,

etc. While a static sink collects data, its nearby nodes are exhausted with energy

expenditure, and therefore, the sink is inaccessible from the rest of the network.

This phenomenon is known as the energy-hole problem that disrupts communica-

tion between source sensor nodes and the sink.

In order to alleviate the problem, a mobile sink travels and collects data across

the network, as illustrated in Fig. 1.2. This technique has already been proven not

only to enhance the network lifetime but also to minimize average end-to-end data
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Figure 1.2: A sensor network with a mobile sink

collection latency to a great extent compared to its static counterpart [26], [27].

Introducing a mobile sink is very much effective for many applications. Therefore,

a recent trend is to exploit sink mobility as a promising approach to develop an

efficient data collection schedule and network connectivity in an obstructed network

that extends network lifetime for real-time applications. However, sink mobility

invites several research challenges: to localize the sink position and to establish

source-sink routing path, link breakage, increased communication overheads, etc.

Therefore, it is necessary to develop a mobile sink based data collection scheduling

for a real time application.
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1.3 Data Collection with Mobile Sink

Recently, a wide range of applications has significantly changed data collection

strategies that can be divided into two major categories: direct-contact based [18],

[19], and rendezvous based [30], [31], [29] data collection strategies. Using a mobile

sink, all source nodes in the network can be reached using direct-contact based

strategy. These solutions can fully eliminate message relay overhead, advertising

the changing location of the sink, and so on. As a result, direct contact based

data collection strategy can extend network lifetime. However, these are prone to

exaggerated traveling path distance, buffer overflow, higher data delivery latency,

and failures to satisfy the application’s hard delay-deadline.

On the contrary, in rendezvous-based data collection strategies [29], [30], [31], a

mobile sink visits and collects data from a few designated nodes, instead of visiting

all sensor nodes. Though rendezvous-based strategies are suitable for real-time ap-

plications in sensor networks, determining an efficient data collection scheduling of

a mobile sink is still challenging to maximize network lifetime. In addition, obsta-

cles are considered an integral part of a practical network. Therefore, developing

an efficient data collection strategy in an obstructed network over the rendezvous

nodes becomes more complicated.

1.4 Lifetime of Sensor Networks

The lifetime of a sensor network is defined as the time interval between the start

of operation and the death of the first node. In other words, network lifetime can

be defined as the total duration of time that a network is capable of retaining full

functionality and/or accomplishing specific goals during operation, as discussed in
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[22] [33] [34] [35]. Typically, network lifetime is an important statistic for main-

taining network quality of service (QoS). However, depending on the application,

the concept of a lifespan may differ. In [34], lifetime is defined as the point in

time when a particular number of nodes in a network are exhausted due to energy

depletion or the point in time when the first data collecting failure occurs.

There are various approaches for extending the lifetime of a network. It is pos-

sible for each to have their own concept of what constitutes an objective function.

According to the literature, the key strategies for extending network lifetime in-

clude data routing, sleep-wake scheduling, clustering, opportunistic transmission

schemes, mobile relay, sink deployment, connectivity, coverage, energy harvesting,

and so on.

Typically, the physical impediments in networks were generally neglected. How-

ever, obstacles are a necessary component (e.g., a building, pond, trees, forests, etc.)

of the network in real-world circumstances and cannot be ignored. A few studies

have been published recently that discuss the physical obstacles that exist in net-

works. Conventional routing protocols suffer from well-functioning in an obstructed

network due to the low signal strength, longer travelling path, energy constraints

of nodes, etc. Moreover, obstacle identification is also a significant challenge, par-

ticularly in random deployment. In comparison, mobile elements are more efficient

in obstructed network scenarios due to lower energy constraints and their mobility.

The newest trends in sensor networks indicate a strong swing toward overcoming

hurdles of obstacles through the use of mobile sinks.
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1.5 Applications of Sensor Networks with Mobile

Sink

Sensor networks have become increasingly popular in recent years for a wide range

of applications. The following sections go over a few real-time and sensitive appli-

cations.

1.5.1 Sensor networks in precision agriculture

Every industry, such as smart cities, smart health, smart grid, smart home, smart

agriculture, or precision agriculture, is being transformed by technological break-

throughs based on wireless sensor nodes [1], [9]. Agricultural science diligence is

more exact, precise, data-driven, and aggressive than it has ever been. Predicting

natural conditions and reacting to them as quickly as feasible is critical to farming

efficiency. Yield productivity varies due to the varied nature of climatic conditions

in different parts of a country. Moreover, pests, insects, illnesses, birds, and ani-

mals impact global agricultural productivity, resulting in yield reductions ranging

from 20% to 40% [1].

On the contrary, the world population is projected up to 10 billion by 2050, and

we are moving towards food scarcity. Consequently, food production ability will

bankrupt unless we establish and advance intelligent technologies in agriculture.

Human-oriented traditional supervision and management of crop health are not

enough.

Therefore, real-time monitoring by sensors greatly helps to boost agricultural

yield while also reducing crop waste and the negative impact on the environment,

as shown in Fig. 1.3. Agriculture consumes more than 70% of the world’s water,
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Figure 1.3: A sensor network application in precision agriculture [1]

despite the fact that people are running out of fresh drinking water. As a result,

in the coming years, it will be worthwhile to implement effective irrigation and

pesticide usage based on real-time and high-accuracy monitoring. It’s worth not-

ing that a mobile sink (or drone) equipped with hyperspectral and multispectral

sensors can help identify the health of plant leaves, water stress levels, humidity,

temperature, and soil nutrients in real-time, reducing risk and disaster loss.

1.5.2 Sensor networks for wildfire management

As technology advances, natural and artificial disasters have become increasingly

common in recent years. Forests cover over 30 percent of the world’s land area,
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Figure 1.4: A real-time wildfire management using sensor networks

making it critical to protect natural resources. Because of the dense structure of

the forest, fire spreads quickly across vast regions, disrupting the entire ecological

system and putting wild animals in danger. Forest fires (also known as wildfires)

have become more common in recent years as a result of global drought conditions,

wreaking havoc on the environment. The Australian bushfires of 2019/2020, as

shown in Fig. 1.4, were one of the worst in recent memory, destroying 4.6 million

acres, destroying thousands of homes, and exposing countless numbers of animals.

Since 2020, there have been 267 major fires in the Amazon, which have burned

approximately 260 thousand acres in the Brazilian Amazon. According to [13],

over 306 thousand large fires occurred in the United States over the last five years,

burning over 4.92 million acres.
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Figure 1.5: A real-time nuclear power plant monitoring using sensor networks [2]

In such a scenario, this is emerging to detect forest fire through sensor networks

to avoid fire hazards, as illustrated in Fig. 1.4. The real-time monitoring system

inherently interacts with smart sensors or IoT devices deployed in forests, estimate

forest growth, monitor trees’ health along with fire detection. Besides, different en-

vironmental factors, e.g., temperature, humidity, CO, CO2, and wind speed, would

help predict rapid action against wildfire and support predicting climate change

to a great extent. Therefore, it is necessary to develop efficient data collection

techniques from sensors that are deployed in the forest.

1.5.3 Sensor networks in nuclear power plant

A nuclear power plant (NPP) generates electricity in which heat energy is used to

generate the steam to drive the turbine. In the NPP, the discharge of radioactive

wastes causes hazardous impacts on the environment and, thus it affects normal
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human lives, plants, animals, and sea creatures. Besides, it is challenging to keep

the environment safe from harmful gases and liquids produced in an NPP. While

any explosion occurs, a higher level of security is reinforced nationwide. To mitigate

the issues, multidimensional sensors and many safety measures using sensors or IoT

devices have already been installed to monitor the entire plant on a 24/7 basis from

a remote location [2].

For example, the Rooppur nuclear power station, shown in Fig. 1.5, is located

at Paksey, in the Ishwardi Upazila of Pabna district, on the bank of the Padma.

It is Bangladesh’s first nuclear power plant (NPP), with a capacity of 2.4 GWe.

The nuclear power station is located near the historic Hardinge and Lalon Shah

bridges, which are bordered by residential neighborhoods. The lifespan of two

reactors is estimated to be 60 years (with a 20-year extension) at a cost of USD

12.65 billion. The safety of human life and ecological health around the Padma river

and historical icons may be jeopardized if the nuclear facility fails catastrophically.

In such a critical situation, it is necessary to monitor and control its sensitive valves,

as well as to report any unusual incidents to the control station immediately, in

order to ensure overall habitat and nuclear power plant safety.

Therefore, efficient data collection techniques from sensors or IoT devices are

a burning issue. Data collection becomes more hazardous during the radioactive

explosion and becomes more complicated passing through the power plant’s exist-

ing obstacles. A sensor network with a mobile sink can alleviate real-time data

collection deficiencies in such a critical and hazardous situation.
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Figure 1.6: A sensor network to monitor solar panels with a mobile sink [3]

1.5.4 Sensor networks to monitor solar panels

Renewable energy sources are lucrative and clean technologies with zero carbon

emissions that are continuously rising as one of the prominent sustainable en-

ergy sources in the world. However, several issues could affect the performance

of solar panel monitoring, such as extensive data management, signal interference,

long-range data transmission, and security. Recently, the monitoring system has

been integrated with sensor networks to acquire performance data of various sensor

nodes, as illustrated in Fig. 1.6.

The global energy market is going through substantial change with renewable

energy sources. According to a study, the renewable energy source is anticipated

to reach approximately 4391.18 GW by 2026 [3]. Integrating solar energy into
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intelligent homes is becoming more popular as solar panels continue to reduce cost.

Consumers and companies may use the Internet of Things to track the use

of solar energy at a much finer level, gaining a better understanding of which

products and services are the most energy-efficient, how much electricity is being

consumed, and when and how it is being utilized. At the company level, however, it

is difficult to facilitate and maintain solar panels. Sensor-based monitoring systems

are becoming increasingly popular for remote maintenance, as shown in Fig. 1.6,

predictive analysis, which reduces costs even further. Deep visibility may help

businesses reduce equipment stress, balance energy loads, and detect concerns like

overheating before they become a problem. Furthermore, smart monitoring systems

with a mobile sink are particularly useful in ensuring the safety of solar panels from

physical theft or even vandalism.

1.5.5 Sensor based smart health-care management

Chronic diseases, such as diabetes, neurological disorders, cardiovascular disease,

obesity, and so on, are becoming more widespread as the population of the el-

derly grows [15]. Healthcare monitoring systems at hospitals and health centers

have increased significantly, and portable systems based on emerging technologies

are now a major source of concern. The emergence of the sensors and Internet

of Things (IoT) technologies, sensing, remote health monitoring, and, ultimately,

identifying activities of daily living through wearable sensors has been a promising

solution, as presented in Fig. 1.7(a). In the case of the COVID-19 pandemic [36],

health care management becomes more challenging to collect patient health-related

data from a contaminated environment Fig. 1.7(b). As a result, sensor-network-

based intelligent healthcare management, which includes a heartbeat sensor, body
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(a) Patient monitoring [15] (b) Hospital environment monitoring [36]

Figure 1.7: IoT based smart health-care management

temperature sensor, humidity sensors, CO and CO2 gas level sensors, outdoor and

room temperature sensors, and other devices, can significantly reduce casualty rate

of emergency patients in a hospital.

1.5.6 Sensor networks in mass transit railway monitoring

The next generation smart transportation systems aim to explore wireless sensors

over a large rail network infrastructure for automatic ticketing systems, scheduling,

safety management, capacity handling, digital display, smart metering, integrated

security, real-time decision-making, predictive maintenance, asset management,

and so on. Since the global smart mass transit railway market is estimated to

grow up to USD 20.58 bn by 2021, 200-300% passenger mobility and 150-250%

freight activity by 2050 [4]. Due to this trend, this is obvious to monitor different

elements of mass transit railway on a 24/7 basis. For instance, the Dhaka mass

transit railway (MTR) in Bangladesh has been developing soon, as depicted its

route plan in Fig. 1.8(a). Therefore, the regular operation is performed using the
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Dhaka City Mass

Transit Railway

(a) Dhaka MTR routes (b) Smart MTR management

Figure 1.8: A real-time mass transit railway monitoring system [4]

precise location of the train, its speed, weight, vibration sensors, weather reports,

power connections, and so on, as shown in Fig. 1.8(b). This is why implementing

sensor networks, and seamless high data rate connectivity is essential to collect

data from various sensors or IoT devices.

1.6 Motivation of the Research Work

We can see from the examples above that sensor networks are critical for data col-

lection in a wide variety of real-time applications. However, the efficiency of these

applications depends on network lifetime and data collection within a bounded de-

lay deadline. When a number of sensor nodes are deployed in a large network area,

it is preferable that a mobile sink collects data traveling across the network. Since

the typical sensors are battery powered and stand alone in a large network, energy

depletion of these sensors is minimized through collecting data by a mobile sink.

This technique has already been proven not only to enhance the network lifetime
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but also to minimize average end-to-end data collection latency to a great extent

compared to its static counterpart [26], [27]. Therefore, we consider a mobile sink

in the network for data collection.

In the literature, we have found a good number of data collection strategies

for sensor networks with a mobile sink, i.e., direct contact based [18], [19], [28],

and rendezvous-based [37], [38], [39] and backbone-based [40], [41], etc. In the

rendezvous-based approaches, few rendezvous nodes are designated to collect data

either over rectangular region [37], central vertical region [38], or hexagonal regions

[39] in the network.

However, these protocols suffer from imbalance energy consumption on a few

rendezvous nodes in the network that restricts network lifetime. There is, neverthe-

less, opportunity for further optimization of the network lifetime while preserving

real-time application deadlines. Determining an optimal set of rendezvous nodes

for a time-constrained application, maximizing network lifetime is still challenging.

Moreover, collecting data in the presence of obstacles in a network becomes more

complicated for the real-time applications.

Therefore, in an obstructed network, it necessitates developing an efficient

schedule of a mobile sink to maximize network lifetime. These issues motivate

us to develop a novel routing backbone to maximize network lifetime for real-time

applications with a mobile sink, and after that to find a set of optimal rendezvous

nodes over a backbone architecture in an obstructed network.

1.7 Problem Description and Solution Methods

In this section, we briefly discuss the problem addressed in the dissertation and the

solution methodologies.
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1.7.1 Problem description

Though individual sensor node’s energy consumption is a crucial issue for a longer

network lifetime, a well-balanced energy consumption across all sensor nodes

throughout the network is also highly expected. Traditionally, sensor nodes are

scattered throughout the sensing field, and when they detect an event of interest,

they communicate it back to any sink via multi-hop or single-hop communica-

tion. Data collection strategies based on mobile sinks not only ensure that nodes

consume rational amount of energy, but also they cover disconnected parts of the

network. However, in an obstructed-network, these strategies exhibit higher end-

to-end delay due to sink’s longer traveling path over a viable circular path [42], [43]

or cluster heads [44], [45], [46] to collect data. These works may also violate the

delay-deadline of real-time applications and increase energy consumption among

the sensor nodes significantly. Therefore, it necessitates developing efficient data

collection scheduling of a mobile sink in sensor networks to satisfy real-time delay

deadline requirements.

In an obstructed network, mobile-sink-based sensor network applications are

lucrative. However, few works considered sojourn duration, different data arrival

rates at nodes, and application delay-deadline in selecting rendezvous nodes. Con-

sequently, strategies for optimal rendezvous nodes and sojourn durations at indi-

vidual nodes in an obstructed network have been left unexplored. Motivated by

the above challenges, in this dissertation, we have answered the following research

questions:

� What routing strategy can minimize hotspot problem through implementing

balanced energy consumption of nodes across the whole network?

� How to formulate an optimization framework for maximizing lifetime in an
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obstructed sensor network?

� What travel plan of a mobile sink can guarantee sub-loop free movement while

maintaining the application’s quality of services (QoS) and delay deadline

during data collection?

� How to derive a statistical analysis or mathematical model to find end-to-end

packet delivery delay?

� What performance improvement can we achieve due to introducing the

Starfish routing (SFR) backbone and an optimal data collection strategy

of a mobile sink?

The following subsection highlights the key concepts for addressing the above

research questions in our thesis work.

1.7.2 Solution methodologies

To mitigate the above issues, in this dissertation, we follow the solution method-

ologies as presented in a block diagram in Fig. 1.9. At first, we study the state-

of-the-art works in Chapter 2, and then focus to develop a solution mechanism to

maximize network lifetime in an obstacle-free sensor network through developing a

novel data routing backbone that offers balanced energy consumption throughout

the network, as explained in Chapter 3. The construction of the proposed Starfish

routing (SFR) backbone is motivated by the water vascular system of Starfish [47].

The key philosophy of designing the proposed Starfish routing (SFR) backbone is

to spread the backbone nodes over the different regions of the network in such a

way that a source node can access at least one of the backbone nodes directly. Fol-

lowing Starfish’s water vascular system, the backbone nodes are placed on a central
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Figure 1.9: A block diagram showing different components of the proposed solution

ring-canal that resolves the hotspot issue in the vicinity of the network center, and

on the radial-canals that facilitate faster data delivery towards the mobile sink

from any corner of the network. The existence of a central ring-canal along with

a number of radial-canals jointly helps to distribute data routing loads to many

nodes instead of over a few designated nodes in the network.

Since obstacles are considered as an integral part of a network, as presented in

the bottom part of the block diagram in Fig. 1.9, we reconstruct the SFR backbone

in an obstructed network. After that, we develop a data collection strategy of a
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mobile sink, as discussed in Chapter 4, in such a way that it maximizes lifetime

while meeting quality of service (QoS) requirements of a delay sensitive applica-

tion. The proposed data collection schedule determines a set of optimal rendezvous

nodes on the SFR backbone and sojourn durations through a MILP formulation

for a time-constraint application. In brief, jointly, both the proposed data routing

backbone and mobile sink’s data collection schedule have significant impacts to

maximize the lifetime of an obstructed sensor network, for a real-time application,

that is discussed elaborately in the following chapters.

1.8 Contributions of the Thesis

In this thesis work, we have explored real-time data routing and collection strategies

for obstacle-free and obstructed networks. The first contribution of this thesis is to

introduce mobile sink based Starfish routing (SFR) backbone architecture for sensor

networks with a mobile sink that spreads the backbone nodes over the different

regions of the network in such a manner so that any source node can directly

access at least one of the backbone nodes. It inherently offers uniform energy

consumption throughout the network, resulting in extending network lifetime and

reducing end-to-end data delivery delay for a real-time application. The ring-canal

and radial-canals of the proposed Starfish routing backbone are mathematically

modeled based on transmission range of sensor nodes and the size of network area.

The key concept of getting single-hop accessibility to one of the backbone nodes

from any source node has significant contribution to minimize end-to-end delay and

maximize network lifetime. This high-speed routing backbone can simultaneously

optimize end-to-end data delivery delay, energy consumption, network lifetime for

a delay-constrained applications.
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The second significant contribution of this work is the formulation of a mixed-

integer linear programming (MILP) problem to maximize lifetime of an obstructed

network. Moreover, it determines an optimal data collection scheduling of a mobile

sink for visiting a set of sojourn locations, and sojourn durations at those. The

planned data collection schedule meets application’s QoS requirements. It also

ensures loop-free travel scheduling across RNs, resulting in reduced end-to-end

data delivery delay and optimal network lifetime. Finally, the performances of the

proposed works have been carried out in Network Simulator (e.g., NS-2) [48], and

significant improvements are observed for both obstacle-free and obstructed sensor

networks in terms of network lifetime, data delivery delay, throughput, etc.

1.9 Organization of the Dissertation

In this dissertation, the rest of the chapters of this dissertation are organized as

follows. Chapter 2 discusses the state-of-the-art works elaborately focusing on

maximizing the lifetime of sensor networks in real-time data collection with a mobile

sink. In Chapter 3, we construct the proposed Starfish routing (SFR) backbones to

achieve an extended network lifetime while maintaining delay-deadlines of real-time

applications. Furthermore, in Chapter 4, we develop an optimal data collection

scheduling of a mobile sink over a set of sojourn locations in an obstructed network

to maximize the lifetime of sensor networks. Finally, we conclude the dissertation

in Chapter 5 by summarizing the research findings, along with the future extensions

of this work.
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Chapter 2
Literature Review

In this chapter, we overview necessary background studies for data routing strategies

with a mobile sink in sensor networks. We also discuss real-time data collection

strategies aiming to maximize network lifetime in obstructed networks.

2.1 Introduction

Routing protocols in sensor networks with static sink(s) have been well studied

in the literature which include end-to-end and hop-by-hop single path routing;

node-disjoint, quality-of-service (QoS) aware [49], interference aware, cross-layer

protocols, multipath or geographic routing protocols [50], etc. However, these

protocols suffer from reduced network lifetime due to quicker depleting batteries

of the nodes near the sink, resulting in the premature death of sensor networks.

It is observed that when the network is dead, the residual energy of the nodes in

the far-sink area is up to 80% [51]. In order to alleviate this problem, routing

protocols that consider sensor networks with a mobile sink are emerging, and these

are proven to achieve load-balancing and uniform energy consumption across the

network. In the meantime, data collection from different IoT and sensor devices

has been dramatically increasing due to the development of 5G and edge network

24
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[52], cloud and fog computing [53], big data analysis, etc. Therefore, in the era

of fourth industrial revolution [11], it necessitates to form a high-speed backbone

(HSB) paths in sensor networks [40], [41], [51], [54], [55], [56], [57], [58], to satisfy

the QoS requirements of real-time applications that facilitate timely and energy-

efficient data gathering from source node to a mobile sink.

The primary goal of routing protocols in sensor networks is to efficiently trans-

mit sensed data to the sink. While a routing protocol is developed for a sensor

network, energy consumption becomes the primary concern that is directly related

to neighborhood discovery, communication, and computation, etc. However, de-

veloping routing protocols for sensor networks is very challenging due to lack of

global addressing, many-to-one data convergence, redundant traffic, and tightly

constrained by battery power, storage and processing capacity, etc. [34], [59].

Moreover, while establishing a routing path in a large sensor network, the flooding

technique is followed that broadcasts each received packet to all of its neighbors.

However, it suffers from energy wastage in the network due to implosion, over-

lap, and resource blindness, etc. [22], [60]. Therefore, it necessitates to develop a

data routing backbone that not only prevents energy wastage but also guarantees

balanced energy consumption throughout the network.

In the state-of-the-art works, routing protocols are typically categorized as data-

centric, hierarchical, and location-based [61]. Data-centric protocols are mostly

query-based that help to eliminate redundant packets. On the contrary, hierarchi-

cal protocols focus on determining cluster heads for data aggregation to preserve

energy. In contrast, location-based protocols utilize the position information to

find the shortest route to the sink. These protocols mainly focus on energy con-

sumption while constructing routes in the network. Therefore, these protocols lack
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to satisfy certain requirements of real-time applications or multimedia communi-

cation, such as end-to-end packet delivery, network lifetime, delay, correctness,

fault tolerance, stability, jitter, scalability [62], etc. Energy consumption is one of

the most critical performance metrics in sensor networks, but it is not the only

one. Moreover, in some cases, the delay may be even more significant than energy

consumption. Therefore, it necessitates developing an energy-efficient and quality-

of-service (QoS) aware data routing path along with an efficient data collection

strategy of a mobile sink that guarantees high-speed end-to-end packet delivery for

real-time and multimedia applications.

Moreover, practical sensor network applications may contain many obstacles

[23], [63], (i.e., building, tree, pond, lake, forest, mountain, etc.) that restrict the

free movement of the mobile sink and to adopt state-of-the-art protocols in sensor

network to collect data. Furthermore, in the presence of obstacles throughout

the network and heterogeneous data generation rates, data collection strategies

become more challenging that have not yet been well-studied in the literature.

Therefore, it necessitates to develop a mobile sink based data collection schedule in

an obstructed network to maximize lifetime of sensor network [64]. Therefore, in

this dissertation, we concentrate on exploring a high-speed data routing backbone

for real time applications, and mobile sink based data collection scheduling in an

obstructed network to maximize lifetime of network.

The performance of sensor networks with a mobile sink greatly depends on ef-

ficient data routing strategies, data collection strategies of a mobile sink, network

lifetime issues, etc. Therefore, the rest of the chapter is organized as follows. An

overview of data routing strategies with a static sink, and mobile sink is presented

in Section 2.2, and Section 2.3, respectively. After that, different data collection
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strategies in obstacle-free and obstructed networks are described in Section 2.4.

Next, we discuss various techniques of maximizing network lifetime, and QoS re-

quirements in real-time data collection in Section 2.5, and Section 2.6, respectively.

After that, a comparative study among the state-of-the-art works is presented in

Section 2.7. We discuss limitations of the existing studies in Section 2.8, and finally,

we conclude the Chapter in Section 2.9.

2.2 Routing Strategies with a Static Sink

In the early days, a typical sensor network was composed of static sensor nodes and

a static sink deployed in an observed region. In the state-of-the-art works, rout-

ing strategies with a static sink can be distinguished into proactive [65], [66], [67];

reactive [68], [69]; and hybrid [70], [71], [72], etc. approaches. The proactive strat-

egy, also referred to as table-driven, relies on the periodic dissemination of routing

information to maintain consistent and accurate routing tables across all nodes of

the network. On the other hand, reactive routing strategies establish routes to

the sink on demand. A hybrid routing strategy can be adopted whereby proactive

routing is used within a cluster, and reactive routing is used across clusters.

In the literature, sensor protocols for information via negotiation (SPIN) (e.g.,

SPIN-PP, SPIN-EC, SPIN-BC, SPIN-RL, etc.) is a family of negotiation-based,

data-centric, and time-driven flooding protocols [73], [74], [75]. However, compared

to classic flooding, SPIN nodes rely on two key techniques to overcome the deficien-

cies of flooding. Directed diffusion [76] is another data-centric data dissemination

protocol that is also application-aware in that data generated by sensor nodes is

named by attribute-value pairs. Directed diffusion does not rely on globally valid

node identifiers but instead it uses attribute-value pairs to describe a sensing task
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and steer the routing process. Directed diffusion differs from SPIN in that queries

(interests) are issued on demand by the sinks and not advertised by the sources as

in SPIN.

Another variant of the directed diffusion is Gradient-Based Routing (GBR)

[77], where a gradient is determined based on the number of hops to the sink.

Similar to directed diffusion, GBR uses interests to capture a sinks desire to receive

certain types of information. During the flooding of these interests, gradients are

established on each node.

The Destination-Sequenced Distance Vector (DSDV) routing protocol [65], [66]

is a modified version of the classic Distributed Bellman-Ford algorithm in which

every node maintains a list of distances. The DSDV uses two types of packets (e.g.,

full dump and incremental packets) to share its routing table content. Another ex-

ample of a proactive protocol is the Optimized Link State Routing (OLSR) protocol

[67] that is based on the link-state algorithm. In this approach, nodes periodically

broadcast topological information updates to all other nodes in the network, ob-

taining a complete topological map of the network and immediately determining

paths to any destination in the network.

In the literature, an example of an on-demand or reactive protocol is the Adhoc

On-Demand Distance Vector (AODV) protocol [68]. Unlike OLSR, nodes nei-

ther maintain any routing information nor participate in periodic routing table

exchanges. AODV relies on a broadcast route discovery mechanism. Moreover, the

Dynamic Source Routing (DSR) protocol [69] employs route discovery and route

maintenance procedures similar to AODV. In DSR, each node maintains a route

cache with continuously updated entries as a node learns new routes.

Hierarchical routing protocols are based on the grouping of nodes into clusters
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Table 2.1: Comparative characteristics of the static sink based protocols

Protocols Characteristics

DSDV [65] Flat topology with proactive route discovery

OLSR [67] Flat topology with proactive route discovery

AODV [68] Flat topology with reactive route discovery

DSR [69] Flat topology with reactive route discovery

LEACH [70] Hierarchical, support of MAC layer

GAF [71] Location based, unicast

GEAR [72] Location based, geocast

SPIN [73] Flat topology, data centric, query based, negotiation

Directed diffusion [76] Flat topology, data centric, query based, negotiation

GBR [77] Flat topology, data centric, query based

PEGASIS [78] Hierarchical

SPEED [79] Location based with QoS (real time)

MMSPEED [80] Location based with QoS (real time, reliability)

DARA [81] Location based with QoS (real time, reliability)

to address some weaknesses of flat routing protocols. The Low-Energy Adaptive

Clustering Hierarchy (LEACH) protocol [70] combines a clustering approach with

MAC-layer techniques. The main idea of the Power-Efficient Gathering in Sensor

Information Systems (PEGASIS) protocol [78], [82] is for each node to exchange

packets with close neighbors and take turns in being responsible for relaying packets

to the base station.

Location-based or geographic routing [72], [81] can be used in networks where

sensor nodes can determine their position using a variety of localization systems
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and algorithms. In the Geographic and Energy Aware Routing (GEAR) protocol

[72], packets are forwarded to all nodes within a specific target region.

Although most routing and data dissemination protocols aim for some kind of

Quality-of-Service (QoS), some protocols proposed for sensor networks explicitly

address one or more QoS routing metrics. The goal of these protocols [79], [80],

[81] is to find feasible paths between the source and sink, while satisfying one or

more QoS metrics (latency, energy, bandwidth, reliability), but also optimizing the

use of the scarce network resources. These protocols are summarized along with

their key characteristics in Table 2.1.

While routing, in general, is a crucial component of any multi-hop network, rout-

ing is particularly challenging in the static sink-based sensor networks due to their

characteristics such as stringent resource constraints and unreliability of links and

nodes. Specifically, while transmitting data from different locations to the static

sink, nearby nodes are exhausted with energy expenditure and become dead due to

many-to-one data convergence. Therefore, the static sink is inaccessible from the

rest of the network, and thus the network is partitioned. Consequently, the static

sink-based routing strategies must balance energy consumption through limited

processing, communication, and overheads. Mobile sink-based routing strategies

are getting popular in different sensor-based applications to mitigate those prob-

lems.

2.3 Routing Strategies with a Mobile Sink

In the literature, we have found a good number of data routing strategies for sensor

networks with a mobile sink, and those can largely be categorized into two groups:

region-based and backbone-based. In the region-based strategies [37], [38], [39], [83],

Dhaka University Institutional Repository



2.3 ROUTING STRATEGIES WITH A MOBILE SINK 31

a set of nodes in a region collects data from source nodes, stores it, and later

forwards to the mobile sink upon request, as shown in Fig. 2.1. On the contrary,

in backbone-based strategies [40], [41], [51], a routing backbone is formed, where

each source sensor node acquires the updated sink position from the backbone

and/or forwards data to the mobile sink over backbone nodes in multi-hop fashion,

as shown in Fig. 2.2. These strategies are discussed elaborately in the following

subsections.

2.3.1 Region-based data routing

In region-based data routing strategy, railroad [37], line [38] or hexagon [39], [83]

like regions are constructed in the network, as shown in Fig. 2.1. In Railroad routing

[37], a rectangular region is constructed in the network, as shown in Fig. 2.1(a),

to store metadata of the source node. When a source senses data, stores it locally,

and sends metadata to the railroad. While the mobile sink requires data, it sends

a unicast query to the railroad. Upon receiving this query, the railroad acquires

data from the source and transmits it to the sink through the unicast path. This

protocol suffers from higher latency due to traveling longer paths using unicast

queries and data loss for node failure.

To mitigate data loss problem from a source node in [37], a vertical strip of

nodes is created to store data in Line-based Data Dissemination protocol (LBDD)

[38], as shown in Fig. 2.1(b). The vertical region in [38] splits the network into two

equal portions. When a source senses data, it immediately sends it to the inline

nodes of the vertical region. Later, while the sink queries data, the inline nodes

broadcast the query in the rendezvous region, and the corresponding inline node

sends back the required data in the reverse path.
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(a)  LBDD (b)  Railroad (a)  LBDD(b)  Railroad (c)  HexDD
(a) Railroad [37] (b) LBDD [38] (c) HexDD [39]

Figure 2.1: Region-based routing strategies with a mobile sink

However, this protocol suffers from higher latency for boundary nodes in a

large network with a single central zone. Besides, regular broadcasting in the

central zone decreases the network lifetime and data throughput significantly due

to high network collisions. One key difference between Railroad [37], and LBDD

[38] protocols is that the queries issued by the sink in the Railroad travel by unicast

transmission rather than broadcast. However, the expected data delivery delay in

Railroad protocol is higher than that in LBDD [38] since the queries travel longer

paths in Railroad [37].

These problems are further addressed in HexDD (Honeycomb architecture and

Hexagonal Tiling based Data dissemination) protocol [39] to enhance the network

performances by creating six rendezvous regions along three principal diagonals in

the network passing through the center cell, as shown in Fig. 2.1(c). These regions

replicate and store data while sending toward the central intersection node over

the closest principal diagonal lines. To retrieve data, the sink queries over the

rendezvous region. If requested data exists in any rendezvous node, it sends data

back to the sink through the reverse path of the sink’s query forwarding.
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Moreover, HexDD protocol suffers from hotspot problem, especially in the cen-

tral zone, because all data and queries are transmitted through the central node.

Besides, the fixed six rendezvous regions, irrespective of network size, cause imbal-

ance energy consumption on a few rendezvous nodes in the network. Recently, some

other variants of region based protocols [83], [84], [85], [86], have been proposed;

but a few of those are suitable for real-time applications.

2.3.2 Backbone-based data routing

Typically, source nodes in the network suffer from establishing a routing path to

the mobile sink due to its random, unpredictable, or controlled mobility. For real-

time applications, it is challenging to get a new sink position to transmit data

instantly. In backbone-based strategy, a backbone is developed to acquire the fresh

sink position and/or to transmit data over the backbone nodes toward a mobile

sink [40], [41], [51], [55], [58], [87], [88].

In Ring routing [40], a closed loop of nodes is constructed that encapsulates a

globally predetermined network center, as shown in Fig. 2.2(a). As soon as the mo-

bile sink changes its position, it advertises an updated location to the ring-backbone

by forwarding packets towards the network center. Thus the source nodes can ac-

quire the sink’s new position from the ring. Later, the source nodes send data

directly to the sink in a multihop fashion. Though this routing backbone offers

quicker localization of the sink, its scalability is questionable for large networks.

Moreover, progressive flooding toward the ring-backbone significantly undermines

the network lifetime and throughput due to high network collisions. Furthermore,

it has not explored appropriate ring radius with respect to network size or com-

munication range of sensors. Experimental results show that if the ring radius is
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(c)  HexDD (d)  Ring(d)  Ring

Master Aggregator

Local Aggregator

(e)  Fishbone(a) Ring routing backbone [40] (b) Fishbone routing backbone [41]

Figure 2.2: Backbone-based routing strategies with a mobile sink

too small, the sink localization time is greatly increased for network border nodes.

The same problem occurs for central nodes when a large ring radius is chosen. The

backbone is effective not only for faster localization of the sink but also to provide

energy-efficient data delivery to the sink.

On the contrary, the Fishbone routing backbone, as developed in [41], is con-

structed using different levels of aggregators (e.g., master and local aggregators),

as shown in Fig. 2.2(b). The source nodes transmit data over the backbone in

multihop forwarding. Though these routing backbones provide better communica-

tion infrastructures, the offered end-to-end data delivery latency is higher due to

either lack of choosing optimal ring-radius in [40] or multi-level aggregation in [41].

In [88], wireless high-speed routing (WHISPER) protocol is developed to ensure

guaranteed data delivery to a high-speed mobile sink. The sink initially injects a

query along with its current location, direction, speed, etc., so that packets are

routed to the estimated latest location of the high-speed mobile sink. However, the

protocol lacks unchanged speed, and the trajectory remains after the query that is
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not realistic for most real-time applications or obstructed sensor networks.

Motivated by the above challenges of routing data packets from source nodes to

the mobile sink in sensor networks, in this thesis, we aim to introduce a high-speed

routing backbone in a sensor network. Recently, bio-inspired systems have been

attracted to develop routing paths or to determine the mobile sink’s trajectory

in a network. Therefore, the water vascular system of a seafish Starfish [47], as

illustrated in Fig. 3.2, motivates us to develop a Starfish-like routing backbone in

a sensor network.

The key philosophy of the proposed work is to distribute data routing loads to

many nodes throughout the network. Such a policy has multidimensional bene-

fits, including extended network lifetime, faster data delivery to the mobile sink,

reduced operational overhead, and increased throughput. The construction details

of the proposed Starfish routing backbone in discussed in Chapter 3. Besides,

the proposed work significantly eliminates redundant data report that helps to

minimize wastage of energy, time, computing overhead, data collision, excessive

transmission, etc., in the network.

2.4 Data Collection Strategies with a Mobile

Sink

In the era of information age, the key responsibility of sensor networks is to collect

data from the IoT devices, and to transmit successfully to the sink. Diverse ad-

vancements in sensor networks and their applications have recently substantially

changed data collection strategies. Developing an effective data collecting system

is critical for boosting network lifetime and lowering end-to-end data collection la-
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tency. Mobile sink-based data collection strategies have been categorized into two

distinct subcategories in state-of-the-art works: direct-contact based [18], [19], [89],

and rendezvous-node based [30], [43], [44], [90], [91]. These strategies are discussed

in the following subsections.

2.4.1 Direct-contact based data collection

In the direct-contact based strategies [18], [19], [28], [89], a mobile sink visits to

sensor nodes on a regular basis and collects data directly from each one of them.

Typically, a mobile sink travels in the field of interest, and traveling path is specified

by popular traveling salesman problem (TSP) solution methodologies. In addition

to the TSP-based solutions, Hilbert- [18], Moore- [19], and Z-curves [89] are used

in a network to determine traveling pathways of a mobile sink to collect data via

one-hop communication.

a) Moore-curve [14][14] b) Z-curve [15](a) Hilbert-curve [18] (b) Moore-curve [19] (c) Z-curve [89]

Figure 2.3: Direct-contact based data collection strategies

A mobile sink visits along a Hilbert-curve [18], a continuous fractal space-

filling curve, to collect data from the sensors directly, Fig. 2.3(a). However, a
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mobile sink cannot return to the starting location along Hilbert-curve. Therefore,

a Moore-curve [19] is developed as the loop version of the Hilbert curve, as shown

in Fig. 2.3(b). Data collection schedule along both Hilbert- and Moore-curves is

easy to develop with similar recursive constructions for a large network.

However, the path length of a mobile sink shows polynomial growth for the

larger networks. Besides, their constructions become more complicated, while the

network contains either path-restricted or location-restricted obstacles in the net-

work. Z-curve [89], [92], tried to minimize data collection time through bypassing

obstacles in the network, as depicted in Fig. 2.3(c).

Since a mobile sink collects data from each sensor directly; these approaches can

completely avoid message relay overhead, broadcasting sink’s fresh location, etc.

Thus, direct-contact-based data collection strategies essentially increase network

lifetime. However, they suffer from exaggerated traveling path distance, higher

data delivery latency, buffer overflow that violates in meeting real-time application’s

delay-deadline. Therefore, direct-contact-based strategies are not suitable for time-

constraint or multimedia applications.

2.4.2 Rendezvous-based data collection

To alleviate the problems of direct contact based data collection strategies,

rendezvous-node-based data collection strategies [29], [30], [31], have been intro-

duced. In this strategy, rather than visiting every sensor node in the network,

a mobile sink visits and collects data from a few rendezvous nodes via a desig-

nated tree-like backbone [90], cluster-heads [91], [93], or routing-backbones (e.g.,

Fish-bone [41], Honeycomb [83], etc.). Ordinary sensors deliver their packets to a

few rendezvous nodes in advance, minimizing the sink’s moving path length and
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data collection delay. The challenge of choosing rendezvous nodes over a particular

routing backbone has been addressed in [20], [30], [94], [95]. The key philosophy

of these works is to develop an energy-efficient data collection path avoiding multi-

hop communication, to minimize end-to-end data collection latency, or to reduce

computational complexity for determining mobile sink’s path.

In the literature, rendezvous-node-based strategies have been developed for two

varieties of networks: obstacle-free and obstructed-networks. In the former type,

a mobile sink can travel to any rendezvous node along a straight-line direction

without any interruption. On the contrary, an obstructed-network area may contain

a building, tree, pond, lake, forest, mountain, etc., opposing free movement of

the mobile sink along the straight-line direction between two rendezvous nodes.

Rendezvous-based data collection strategies developed for both obstacle-free and

obstructed sensor networks are presented in the following subsections.

2.4.3 Data collection in obstacle-free networks

In an obstacle-free-network, a set of rendezvous nodes (RNs) constructs a one-time

stationary path for data collection based on residual energy of sensors to maximize

network lifetime [29], [30], [94], [95], [96], [97]. In [29], weighted rendezvous plan-

ning (WRP) selects RNs, and avoid hotspot problems in sensor networks through

adopting the shortest path tree and traveling salespersons for path construction.

Though it works efficiently for a smaller network, it has higher computational

complexity for larger networks. Meanwhile, the expected sojourn time to the cor-

responding RN is optimized to enhance network lifetime in different works [30], [94].

The sojourn time of a mobile sink in [94] is determined over each grid of a net-

work. This work suffers from buffer overflow, increased data loss, and energy hole
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problems while collecting data. To further improve the network lifetime, Basagni

et al. [30] determine an optimal tour over rendezvous-nodes so as to maximize

network lifetime. Sensor nodes, located within the transmission range of RNs, can

send data directly to the mobile sink, while others send data through multihop

communication to the mobile sink.

However, these works lack from applying in a non-grid network or an irregular

node distribution in the network. Recently, In [95], Gharaei et al. proposed a

collaborative approach (namely, CMS2TO) to balance the energy consumption of

the cluster heads (CHs) in the network. Since it focuses on the lifetime of CHs,

hotspot regions are created around the CHs. Wen et al. [96] proposed energy-

aware path construction (EAPC) scheme by selecting RNs on the spanning tree

and constructing a data collection path using a convex polygon algorithm. Since

the path is not the shortest and the mobile sink traverses more network distance,

the deadline for application is violated. In [97], the authors proposed an efficient

path planning for reliable data gathering (EARTH) that determined RPs based

on distance and hop-count. Like the CMS2TO, the nearby nodes to the RPs die

quickly in the EARTH approach for large-scale wireless sensor networks (WSNs).

To enhance the reliable data collection, trust-based energy-efficient data collection

techniques have been proposed in [98], [99].

Since any practical network contains obstacles, these data collection strategies

are likely to prejudice to maximize network lifetime or maintain delay-deadline re-

quirements of real-time applications. Therefore, we focus on data collection strate-

gies in obstructed sensor networks that are discussed elaborately in the following

subsection.
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2.4.4 Data collection in obstructed networks

Based on the aforementioned literature review, we observe that the works optimize

network performances in terms of energy consumption, data delivery delay, network

lifetime, data throughout, sojourn time [100], [101], etc. for obstacle-free networks.

However, obstacles are an integrated part in a practical network environment, and

aforementioned cluster-head and tree-based routing protocols become complicated

to construct sink’s tour. Moreover, a few work addresses data collection schedule

in an obstructed network [43], [44], [45], [46], [102], to maximize network lifetime

or to minimize latency.

] c) Spanning-graph [26]h [26] d) VPS [27] e) LAS [28](a) Spanning-graph [42] (b) VPS [43] (c) LAS [44]

Figure 2.4: Data collection strategies in obstructed network

In this consequence, to overcome the complexity of the data collection

schedule within a network containing obstacles, Xie and Pan introduced spanning

graph-based data collection schedule [42] of a mobile sink. In this work, they

developed a heuristic path planning algorithm to skirt obstacles, as shown in

Fig. 2.4(a). In [43], the authors developed the shortest viable path scheduling

(VPS) for a mobile sink based on a road-map, as shown in Fig. 2.4(b), which

aimed to construct a tree-like graph (or similar to a convex-hull) using dynamic
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programming for a unicycle robot or mobile sink. Though this approach reduces

data collection time significantly, it suffers from a higher data traffic load. Besides,

it is inappropriate for larger networks since its computational complexity is

O(N3), where N is the number of all sensor nodes. In another work, Redhu and

Hegde proposed the landmark-assisted scheduling (LAS) [44] for a mobile sink, as

shown in Fig. 2.4(c). The key philosophy of the work is to identify the optimal

clusters and associated landmark nodes to minimize energy consumption. Since

this approach uses random walks over a network, and then it performs matrix

multiplication operations over its Markov model, its computational complexity is

also O(N3), similar to VPS.

Recently, rendezvous node selection and data collection approaches have been

developed for obstructed networks using artificial intelligence [45], fuzzy logic [46],

and machine learning algorithms. In [45], Ghabel et al. proposed a DGOB algo-

rithm for data collection over an obstructed network. The DGOB executed into

two phases, cluster- and tour- constructions. This approach exploited hierarchi-

cal agglomerative clustering, ant colony optimization, and genetic algorithms to

construct clusters in the presence of obstacles. In [46], Verma et al. developed

fuzzy-logic based effective clustering (FLEC) that used three-tier communication-

based approaches: nodes to cluster heads (CHs), CHs to supercluster heads (SCH),

and then SCH to mobile sink. Both works [45], [46] exhibit higher computational

complexity to select efficient rendezvous nodes in a large scale network.

Moreover, most of above works for obstructed-networks exhibit higher end-to-

end data collection latency using a mobile sink due to scheduling periodically over
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a large circular-path [43] or cluster heads [44], [45], [46] to collect data. These

works also violate the delay-deadline of real-time and multimedia applications and

minimize network lifetime significantly. Therefore, it necessitates developing an

efficient data collection scheduling of a mobile sink in an obstructed sensor network

to satisfy real-time delay deadline requirements. Furthermore, few works in the

literature considered sojourn duration and heterogeneous data rate at different

nodes. Consequently, strategies for optimal rendezvous nodes and sojourn duration

at individual nodes have been left unexplored for obstructed networks.

Motivated by the above challenges of real-time data collection, in this thesis,

we aim to develop an efficient data collection schedule of a mobile sink determining

an optimal set of rendezvous nodes in an obstructed network together with sojourn

duration at each rendezvous node so as to maximize the lifetime of sensor networks.

2.5 Maximizing Lifetime of Sensor Networks

Lifetime generally refers to the time when the first node in the network dies. How-

ever, network lifetime is suitably defined in the context of different applications

that can be based on the number (or percentage) of alive nodes, network connec-

tivity or coverage status, etc. [33], [34]. Depending on application requirements,

lifetime may be defined as the time until the network no longer provides an ac-

ceptable event detection ratio. However, this definition becomes irrelevant when

connectivity is not guaranteed toward the mobile sink. Therefore, it must consider

connectivity and coverage while aiming to maximize network lifetime along with

high-speed routing backbone in the network.

The problem of maximizing the lifetime of sensor networks has been well stud-

ied in the literature [92], [103]. The primitive strategies follow optimal coverage
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and connectivity [104], opportunistic transmission schemes, dynamic beam-forming

[105], [106], etc. Further improvement of network lifetime is achieved through

greedy energy-efficient routing, clustering techniques, and machine learning ap-

proaches [107]. Though the strategies can achieve an extended network lifetime,

they lack to maintain delay deadline for real-time applications. A set of recent

studies has been found to further minimize energy consumption by designing an

efficient traveling path of a mobile sink while collecting sensed data from different

regions in the network [59], [108]. These are achieved through predictable path

planning or dynamic cluster-based data collection strategies [109].

In sensor networks, the problem of maximizing lifetime is still challenging

mainly due to the stringent QoS requirements of real-time applications, hetero-

geneity of sensor devices, distinct application characteristics, etc. The problem is

further complicated when the network contains many obstacles. In maximizing

network lifetime, existing literature either addresses issues of application delay-

deadline or the presence of obstacles. Therefore, it necessitates formulating a mo-

bile sink’s optimal data collection schedule in an obstructed network that ensures

balanced energy consumption among the nodes to maximize network lifetime.

2.6 QoS Requirements in Real-time Data Collec-

tion

Mobile-sink-based data collection in a sensor network is challenging for real-time

applications. The image, audio, and video data collection capabilities of sensors

enable broader and enhanced surveillance applications. Therefore, it necessitates

maintaining minimum QoS requirements while designing real-time multimedia data

Dhaka University Institutional Repository



2.6 QOS REQUIREMENTS IN REAL-TIME DATA COLLECTION 44

collection with a mobile sink. The QoS issues are data delivery throughput, end-

to-end delivery delay, packet delivery rate, network lifetime, operational overheads,

etc.

Data throughput refers to the amount of data successfully received by the

mobile sink per unit time. This QoS metric is highly dependent on packet delivery

rate. The higher values of throughput and PDR are expected during real-time

data collection in sensor networks. On the other hand, average end-to-end (e2e)

packet delivery delay is the key QoS performance metric that determines whether

the protocol is feasible for real-time data collection or not. A lower value of e2e

delay is expected. Operational overhead is another QoS metric that reflects the

control packets required for successful packet transmission.

The predicted network lifetime is the primary consideration when installing the

routing protocol in sensor networks because a limited battery powers sensor nodes.

The time interval between the deployment of a network and the moment at which

the first node has spent its energy to transmit data packets in the network is referred

to as network lifespan. The standard deviation of residual energy while the network

is dead can assess how efficient the routing protocol is in lifespan management. This

is supposed to be a significant metric that indicates the network’s overall energy

consumption. The performance of state-of-the-art works will be assessed in order

to determine the most efficient routing protocol in terms of these QoS measures.
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2.7 Comparative Characteristics of the State-of-

the-art Works

The key characteristics of mobile-sink baed state-of-the-art works are summarized

in Table 2.2. Most of the works focus on developing various virtual backbone

structures, e.g., rectangular, vertical, hexagonal, circular, tree, clusters, etc., to

forward data to the mobile sink in the networks. We also observe that the most of

the protocols are developed for obstacle-free network environments, and very few

are developed to adopt with practical obstructed network environment. The key

performance metrics, e.g., delay, overhead, lifetime, etc. that are summarized in

Table 2.2 that the protocols concentrate to optimize in the state-of-the-art works.

In a practical network scenario, the data generation rate varies depending on

the applications. We observe that the most of the protocols consider homogeneous

data generation rate that are not practical for different types of IoT and sensor

based applications. Therefore, in this thesis, we consider both obstacle-free and

obstructed network with heterogeneous rates of data generation in the network.

2.8 Limitations of the Existing Studies

In the state-of-the-art works, the railroad routing [37] acquires data from the source

and transmits it to the sink through the unicast path. Therefore, this protocol

suffers from higher latency due to traveling longer paths using unicast queries and

data loss for node failure. On the other hand, due to the vertical region in [38], the

protocol suffers from higher latency for boundary nodes in a large network with a

single central zone. Besides, regular broadcasting in the central zone decreases the
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network lifetime and data throughput significantly due to high network collisions.

Moreover, HexDD protocol [39] suffers from the hot-spot problem, especially in the

central zone, because all data and queries are transmitted through the central node.

Besides, the fixed six rendezvous regions cause imbalanced energy consumption on

a few rendezvous nodes in the network irrespective of network size. The backbone

is effective not only for faster localization of the sink but also to provide energy-

efficient data delivery to the sink.

In Ring routing [40], progressive flooding toward the ring-backbone significantly

undermines the network lifetime and throughput due to high network collisions.

Furthermore, it has not explored appropriate ring radius with respect to network

size or communication range of sensors. Experimental results show that if the

ring radius is too small, the sink localization time is greatly increased for network

border nodes. The same problem occurs for central nodes when a large ring radius

is chosen.

In direct-contact based data collection strategies [18], [19], [89], since a mo-

bile sink periodically travels to all source sensor nodes, they exhibit high lifetime

among the studies works. However, they suffer from exaggerated traveling path

distances that exhibit higher delays during data collection. On the other hand, in

an obstructed network, the overhear is high due to finding an efficient routing path

or sink’s traveling path in the network. Finally, few works consider heterogeneous

data generation rates while developing a data collection framework with a mobile

sink.

Therefore, in this thesis, we develop a high-speed routing backbone aiming to en-

sure faster data collection and to maximize network lifetime for a delay-constrained

application, and then formulate a mixed-integer linear programming (MILP) prob-
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lem to find an optimal travel plan of a mobile sink for data collection by visiting a

set of rendezvous nodes along with corresponding sojourn durations.

2.9 Summary

This chapter provides a detailed discussion on existing strategies for real-time data

collection using a mobile sink, and after that, network lifetime maximization tech-

niques in obstacle-free and obstructed networks have been explored. In the fol-

lowing chapters, we develop a novel data routing backbone and an efficient data

collection strategy for real-time applications to maximize network lifetime that can

diminish the challenges of state-of-the-art works.
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Chapter 3
Starfish Routing Backbone

In this chapter, we introduce Starfish routing (SFR) backbone in a sensor network,

motivating from the water vascular system of a sea Starfish. We also describe the

detail construction procedure of the Starfish routing backbone to ensure balanced

energy consumption throughout the network so that network lifetime is maximized.

3.1 Introduction

In recent years, the rapid advancement in sensor networks has enabled smart en-

vironments to provide ubiquitous real-time applications in various fields such as

industry, smart city, transport, health, and the Internet of Things (IoT). The

extraordinary computing and communication features of sensors are continuously

helping to expand sensor networks from small scale applications [7] to large scale in-

frastructure, emergency medical response, military surveillance, agricultural mon-

itoring [8], and sensor-data cloud applications [17], [112], [113]. To gather sensed

data into the applications, mobile sink-based routing strategies outperform static

sink-based techniques in terms of data delivery performances and network lifetime.

It has been proven that sink mobility ensures better network connectivity under

sparse and disconnected sensor networks. However, the sink mobility invites the

49
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problem of locating the destination sink in real-time and to establish a source-sink

routing path.

Typically, flooding and broadcasting data forwarding techniques are followed

to establish a routing path from a source node to the mobile sink, which is an

inherently energy-hungry strategy. Consequently, forming a routing backbone over

a sensor network proactively facilitates timely and energy-efficient data collection

from source nodes to the mobile sink. In the literature, a routing backbone is

formed in the network either to acquire the updated position of the mobile sink or

to forward data to the sink in multi-hop fashion [40], [41]. However, these protocols

are criticized for their lack in reduced network lifetime, higher data delivery delays,

and scalability. Therefore, it necessitates to develop an efficient routing backbone

in the network that reduces not only the end-to-end data delivery delay but also

extends the network lifetime to a great extent. For this reason, we introduce

a data routing backbone for a sensor network, namely Starfish routing backbone

(SFR), that offers uniform energy consumption throughout the network to extend

network lifetime as well as to reduce end-to-end packet delivery delay for a real-time

application.

In this chapter, we develop a Starfish routing (SFR) backbone motivating from

the water vascular system of a Starfish [47]. The key philosophy of designing the

proposed SFR backbone is to spread the backbone nodes over the different regions

of the network in such a way that a source node can access at least one of the

backbone nodes directly. This strategy inherently gets advantages of uniform en-

ergy consumption as well as on data collection, instead of over a few numbers of

localized backbone nodes, as developed in the state-of-the-art-works. Following the

water vascular system of a Starfish, in the proposed SFR-architecture, the back-
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bone nodes are selected in such a manner that they are distributed throughout the

network to ensure single-hop accessibility from any source node in the network.

The backbone nodes are placed on a central ring-canal that helps to alleviate the

hotspot problems around the network center, and on the radial-canals that facili-

tate faster data delivery towards the mobile sink from any corner of the network.

We elaborately discuss the construction of the Starfish routing (SFR) backbone,

theoretical analysis, and performance analysis through exhaustive simulation stud-

ies.

The key contributions of the proposed Starfish routing (SFR) backbone, to be

discussed in this chapter, are summarized as follows:

� We construct a Starfish-like routing backbone to spread the backbone nodes

over the different regions of the network in such a manner so that any source

node can directly access at least one of the backbone nodes. It inherently

offers uniform energy consumption throughout the network, resulting in ex-

tending network lifetime and reducing end-to-end packet delivery delay for a

real-time application.

� The construction of ring- and radial-canals of the proposed Starfish rout-

ing (SFR) backbone framework is mathematically modeled, and thus, it is

extendable for rectangular-, square-, and circular-shaped networks.

� A statistical analysis for expected end-to-end packet delivery delay in SFR

backbone has been carried out considering both hop distance to the sink and

number of retransmission attempts.

� The performances of the proposed SFR-backbone have been carried out in

Network Simulator (e.g., NS-2) [48] and significant performance improve-
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ments are observed for both event-driven and periodic data reporting appli-

cations.

Construction of Basic 

Starfish  Routing (bSFR) 

Backbone (Section 3.2)

Construction of Improved

 Starfish Routing (iSFR) 

Backbone (Section 3.3)

Construction of bSFR and iSFR Backbones 

on the Optimal Circular Ring-canal (Section 3.6)

Construction of bSFR and iSFR Backbones 

on the Optimal Elliptical Ring-canal (Section 3.7)

Construction of bSFR and iSFR Backbones 

in Square-shaped Network (Section 3.8)

Construction of bSFR and iSFR Backbones 

in Circular-shaped Network (Section 3.9)

Construction of Basic 

Starfish  Routing (bSFR)

Backbone (Section 3.2)

Construction of Improved

Starfish Routing (iSFR) RR

Backbone (Section 3.3)

Construction of bSFR and iSFR Backbones 

on the Optimal Circular Ring-canal (Section 3.6)

Construction of bSFR and iSFR Backbones 

on the Optimal Elliptical Ring-canal (Section 3.7)

Construction of bSFR and iSFR Backbones 

in Square-shaped Network (Section 3.8)

Construction of bSFR and iSFR Backbones 

in Circular-shaped Network (Section 3.9)

Figure 3.1: Construction of Starfish routing backbones and its variants

Fig. 3.1 presents the construction phases of Starfish routing backbones along

with its variants that are organized in the rest of the chapter. In Section 3.2, we

describe the construction and operational details of the proposed basic Starfish

routing (bSFR) backbone architecture, motivating from the water vascular system
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of a sea Starfish. Then we develop an improved version of the Starfish routing

(iSFR) backbone in Section 3.3. We provide a theoretical prove to validate single-

hop accessibility of SFR backbone architectures (e.g., bSFR and iSFR) from any

sensor in Section 3.4. Next, in Section 3.5, it is discussed the techniques to update

the mobile sink’s location and data routing over the Starfish routing backbone. To

improve the network and lifetime performances, we determine an optimal circular

ring-canal and elliptical ring-canal for SFR backbone in Section 3.6, and Section 3.7,

respectively. To ensure the scalability, the SFRs, and SFRc backbone architectures

are constructed in square-shaped, and circular-shaped network in Section 3.8, and

Section 3.9, respectively. After that Section 3.10 provides the comparative dis-

cussions on various SFR backbone architectures. An analytical model using the

Markov chain is developed to investigate the average end-to-end packet delivery

delay in Section 3.11, and the Section 3.12 discusses on the performance evaluation

results. Finally, we conclude the Chapter in Section 3.13.

3.2 Construction of Basic Starfish Routing

(bSFR) Routing Backbone

In this section, the construction and operational details of basic Starfish routing

backbone are presented, followed by the assumed network model. Since its con-

struction is motivated from a sea Starfish, therefore, at first, we provide a brief

introduction to the water vascular system of a starfish.
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Lateral Canal

Radial CanalRing Canal

Stone

Canal

(a) A sea Starfish (b) Water vascular system of a Starfish

Figure 3.2: Sea Starfish and its water vascular system

3.2.1 Water vascular system of a Starfish

The water vascular system of a sea Starfish [47] is a hydraulic system that is made

up of a network of fluid-filled canals, as shown in Fig. 3.2(a). Starfishes have a very

unusual circulatory system over a complex water vascular system to keep things

moving. To circulate water in different parts of its body, there are different types

of canals, for example, ring-canal, radial-canals, lateral-canals, stone-canals, etc.,

as indicated in Fig. 3.2(b).

The ring-canal is a wide pentagonal ring-like vessel lying around the mouth-

opening in the middle of its body. From the outer surface of the ring-canal, it gives

off five radial canals, one entering each arm. The set of radial-canals run-up to the

tip of Starfish’s arm. In each arm, the radial-canal gives out two series of short,

narrow, transverse branches that are called lateral-canals. In brief, the Starfish’s

water vascular system provides pressure to move water into the ring-canal, then

into the radial-canals, and finally to the lateral-canals. These canals are like a

network of water pipes.
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Since bio-inspired systems have been attracted to develop and optimize the

data routing path or mobile sink’s trajectory in a network, the water vascular

system of a Starfish motivates us to develop Starfish routing backbone. In Starfish,

the central ring-canal and the radial-canals, as shown in Fig. 3.2(b), jointly take

responsibility to transport water throughout its body. Therefore, we develop a

Starfish routing backbone in a sensor network containing a central ring-canal and

few radial-canals. Any source node can access and transmit data over the backbone

nodes on the different canals within 1-hop distance. The following sections explain

the construction details of the proposed Starfish routing backbone followed by the

assumed network model.

3.2.2 Network model

We assume a wireless sensor network where homogeneous sensor nodes are ran-

domly distributed in a rectangular network size of 2a× 2b, as shown in Fig. 3.3,

where a and b (a ≥ b) are the half of the length and width of the rectangle, re-

spectively, and (u, v) is the center of the network. Each sensor node i has an initial

energy E0 and has the same transmission range r. We also assume that each sensor

node knows its own coordinate point (xi, yi) using GPS or any localization method.

All sensor nodes are considered as stationary after deployment, while the sink

is mobile. Since the key objective of this work is to construct a routing backbone

along with a mobile sink, in this Chapter 3, we consider the mobile sink moves

randomly in the network and collects data from backbone nodes. However, in

Chapter 4, we develop an efficient data collection schedule of the mobile sink over

the routing backbone, rather than random way-point, so that overall network QoS

performance and lifetime performance can be improved.
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mobile m
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Figure 3.3: An obstacle-free sensor network model with a mobile sink

While a source node sense data, it immediately forward to any nearest backbone

node. Then sensed data packets are forwarded to the mobile sink over the backbone

nodes in multihop fashion. While forwarding data to the mobile sink, it follows

selective greedy forwarding algorithm over the routing backbone nodes [81].

The proposed Starfish routing backbone consists of a central ring-canal and a

number of radial-canals prolonged across the network. The nodes on the routing

backbone are divided into three categories: a set of anchor nodes at the network

edge, Za = {a1, a2, . . . , a16}; a set of radial-canal nodes, Zb = {b1, b2, b3, . . . }; a set

of nodes on the ring-canal, Zc = {c1, c2, . . . , c6}; Z = {Za ∪Zb ∪Zc} represents the

set of all nodes, and a set of distinguished radial-canals, Zd on the Starfish routing

(SFR) backbone architecture.

In Starfish routing backbone, the ring-canal is constructed based on the trans-

mission range r of the sensor nodes and several radial-canals are formed depending

on both network size and transmission range r. During construction of Starfish

routing backbone, the backbone nodes are selected based on the node’s initial en-
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ergy E0, residual energy Eres, and energy threshold Eth for successful transmission

of the nodes. The main responsibility of backbone nodes on the ring-canal and

radial-canals is to collect data from the source sensor devices within 1-hop and

forward those toward the mobile sink node.

The detail construction procedure of the Starfish routing backbones (e.g., bSFR

and iSFR) is presented in the flowchart in Fig. 3.4, and explained in the following

subsections. All the backbone nodes on the ring-canal, radial-canal, and anchor

nodes are connected to form the Starfish routing backbone in the network. In

the case of early death of a backbone node due to disconnection, energy depletion

or obstructed condition, a node may change its role between backbone node and

ordinary node in the network. In such case, a local repair policy is adopted from

Ring routing protocol [40]. The notations used in this chapter are summarized in

Table 3.1.

In order to achieve high-speed data routing in a sensor network, Starfish

routing (SFR) backbone is proposed. If the network is large with respect to

sensor’s transmission range and has a number of nodes, the construction of the

central ring-canal is initialized by the mobile sink or central controller. Thereafter,

radial-canals of the proposed Starfish routing backbone are developed in the

network based on its variants. The construction methodologies of basic Starfish

routing (bSFR) and improved Starfish routing (iSFR) backbones are presented in

Fig. 3.4 through a flowchart.

After the construction phase, the network steps into the data collection through

the mobile sink that is carried out in rounds. In each round, the mobile sink halts
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Table 3.1: List of notations for SFR backbone architecture

Symbols Description

2a× 2b Area of the network

r Transmission range of a sensor node

Z Set of all backbone sensor nodes

Za Set of anchor nodes on network edge

Zb Set of radial-canal nodes

Zc Set of ring-canal nodes

Zd Set of radial-canals on SFR backbone

R Radius of the ring-canal

ϕ Control variable for ring-canal radius

θ1, θ2 Incident angles of radial-canals on principal-axes

E0 Initial energy of a sensor node

Eres Residual energy of a sensor node

Eth Energy threshold for backbone nodes

on few sojourn locations based on data availability and few constraints that are

explained elaborately in Chapter 4.

3.2.3 Construction of ring-canal

A central ring-canal is a closed loop of nodes circularly located around the center

of the wireless sensor network, as shown in Fig. 3.5. The primary objective of ring-

canal is to alleviate the hot-spot problem, especially in the network center, due to

the convergence of backbone nodes at the center. If the ring-canal size becomes
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Figure 3.4: Construction methodologies of bSFR and iSFR backbones
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Figure 3.5: Construction of the central ring-canal

extraordinarily large with respect to the network size, the source nodes inside the

ring-canal cannot access its backbone node directly. Meanwhile, if the ring-canal

size is very small with respect to transmission range, it increases more interference

and collision during transmissions from many nodes near to network center. This

happens due to existence and convergence of more radial-canals onto the ring-canal

of the Starfish routing backbone. We define the radius of a ring-canal as follows,

R = ϕ× r, (3.1)

where, 0 < ϕ ≤ b, is a control variable that determines the amount of expansion

of the radius of ring-canal from the transmission range of a sensor. The control

variable ϕ acts as an expansion factor that defines the ring-canal size with respect

to the sensors’ transmission range. The center of the ring-canal is fixed at the

network center, (u,v), and thus a set of nodes, Zc = {c1, c2, . . . , c6}, located at

any (x, y) position (or at very nearby) encapsulate the network center, as shown in
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Fig. 3.5, to preserve its circular property as follows,

(x− u)2 + (y − v)2 = R2. (3.2)

Now, in order to construct the ring-canal of the proposed Starfish routing back-

bone, at first, the central controller determines the network center (u,v), ring-canal

radius R using Eq. (3.1) and sketch a reference circle using Eq. (3.2). The controller

then picks a sensor node randomly on or somewhat inside reference-circle as the

starting node (i.e., c1) of the ring-canal, as shown in Fig. 3.5. Later, the next nodes

are selected (i.e., c2 to c6) every after the distance equal to transmission range r

(or somewhat less than r) lying on or inside the reference-circle maintaining the

property stated in Eq. (3.2) and minimum energy threshold (Eth), i.e., Eres ≥ Eth,

where, Eres is the residual energy of a sensor node. Initially, (Eth) is determined

in such a way that the backbone nodes are connected for few rounds during data

collection by the mobile sink. Therefore, it is measured based on the total energy

requirements for few rounds that is discussed in Section 4.4.

This selection process of ring-canal backbone nodes continues until the starting

node of the ring-canal is reached. These backbone nodes on the ring-canal in Zc

(i.e., c1 to c6), form a complete loop of connected nodes, as shown in Fig. 3.5. The

shape of the ring-canal need not to be a proper circle but it must be a connected

closed loop of nodes.

3.2.3.1 Motivation to determine the optimal size of ring-canal

We have studied the behavior of the control variable, ϕ, to investigate its impact

on network performances. As an initial study, we have investigated the impact

of varying size of the ring-canal on average data throughput and end-to-end data

delivery delay in the network, and have published the results in our earlier works
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Figure 3.6: Impacts of varying values of ring-canal control variable, ϕ

[110], [114]. In the experiment, we have varied the value of control variable, ϕ,

between 0.1 to 3.0 and have shown experimental results in Fig. 3.6. Interestingly,

we observe that the end-to-end data delivery delay decreases as the control value,

ϕ, increases, as shown in Fig. 3.6(a). Later, it starts increasing delay for larger

value of ϕ (i.e., larger size of the ring-canal).

On the other hand, data throughput initially increases for the incremental values

of ϕ, as shown in Fig. 3.6(b). Later, data throughput decreases for larger value

of ϕ (or larger size of the ring-canal). The detail of these simulation results are

explained in performance evaluation Section 3.12.

These results are so interesting that insist further investigation on optimal val-

ues of ϕ that is an important concern for the suitable values of ϕ for various sizes

of network. Therefore, we are motivated to determine the optimal size of the ring-

canal (in terms of ϕ) in sensor networks. The detail theoretical study to determine

the optimal value of ϕ is described in Section 3.6 through Section 3.9; and later
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Figure 3.7: Construction of the radial-canals from anchor nodes

the exhausted simulation results are explained in Section 3.12.

3.2.4 Construction of radial-canals

In Starfish routing backbone, the radial-canals are prolonged toward the edge of the

network from the ring-canal. The primary objective of constructing radial-canals is

to spread the backbone nodes across the network so that the source nodes from all

areas of the network can access at least one of the backbone nodes on radial-canals.

If the backbone nodes are located far away from a particular source node, it takes

higher time to localize the mobile sink, and the packets have to travel more hops

to reach the sink. In such a case, the probabilities of packet loss, collision, and

transmission overheads also increase significantly.

To construct the radial-canals, at first, a set of anchor nodes, Za =

{a1, a2, . . . , a16}, is selected starting from the right-bottom half of the main di-

agonal keeping 2r (or somewhat less) distance interval along the periphery of the
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Figure 3.8: Construction of the basic Starfish routing (bSFR) backbone

network, as shown in Fig. 3.7. When the length of an edge is not exactly multiple

of 2r, we measure the total distance along the perimeter equal to 2r for selecting

the next anchor node. Then, we draw reference lines from each of the anchor nodes

j, located at (xj, yj), to the center of the network, as follows,

y =
yj − v

xj − u
x, 1 ≤ j ≤ |Za|. (3.3)

Now, for each of the reference lines, we construct a radial-canal backbone by

choosing nodes (i.e., b1, b2, . . . ) after every r (or somewhat less) distance, as shown

in Fig. 3.8. The central controller selects the backbone nodes on a radial-canal

maintaining the property stated in Eq. (3.3) and minimum energy threshold (Eth),

i.e., Eres ≥ Eth. The selection process of backbone nodes, Zb (i.e., b1, b2, b3, . . . ), on
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radial-canals starts from an anchor node and continues until one of the ring-canal

nodes, Zc (i.e., c1 to c6), is reached, as shown in Fig. 3.7. Thus, the ring-canal,

anchor and radial-canal nodes altogether form a connected basic Starfish routing

(bSFR) backbone for the network, as shown in Fig. 3.8. All source sensor nodes

send their sensed data toward the sink node using this backbone. Furthermore, this

development facilitates 1-hop availability of at least one backbone node from any

source node within the network. What follows next, we investigate the construction

of an improved Starfish routing backbone that can further enhance the network

lifetime and decrease the end-to-end packet delivery delay.

3.3 Construction of Improved Starfish Routing

(iSFR) Backbone

The main philosophy of the improved backbone structure is to avoid the conver-

gence of all radial-canals onto the central ring canal.

3.3.1 Construction of ring-canal for iSFR

Since the key philosophy of iSFR backbone is based on different architecture of the

radial-canal, the construction procedure of the ring-canal for the iSFR backbone

remains the same as it is described in Section 3.2.3.

3.3.2 Construction of radial-canals for iSFR

Radial-canals in the iSFR backbone are parallel to the principal diagonals of the

network. To construct the radial-canals of the improved Starfish (iSFR) routing
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Figure 3.9: Construction of the improved Starfish routing (iSFR) backbone

backbone, at first, we draw the principal-axes and the principal-diagonals of the

network passing through the network center. Now, for each of the reference axes

and diagonals, we construct a radial-canal by choosing nodes every after r (or

somewhat less) distance from network edge up to one of the nodes on the central

ring-canal.

Now, for the first anchor node on the principal-axes just outside the ring-canal,

we construct radial-canals parallel to both the principal-diagonals toward the edge

of the network, as shown in Fig. 3.9. Similarly, for the next anchor node located on

the principal-axes at approximately 2r distance from the previous one, we construct

the remaining radial-canals. This procedure repeats for all other principal axes to

form the complete improved Starfish routing (iSFR) backbone in the network.
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3.4 SFR Backbones on the Single-hop Accessi-

bility

The key philosophy of designing the proposed Starfish routing (SFR) backbone

architectures is to spread the backbone nodes over the different regions of the

network in such a way that a source node can access at least one of the backbone

nodes directly. Following Starfish’s water vascular system, the backbone nodes

are placed on a central ring-canal that resolves the hotspot issue in the vicinity

of the network center, and on the radial-canals that facilitate faster data delivery

towards the mobile sink from any corner of the network. The existence of a central

ring-canal along with a number of radial-canals jointly helps to distribute data

routing loads to many nodes instead of over a few designated nodes in the network.

Therefore, we provide the following Lemma 1 to prove that a source node can access

at least one of the backbone nodes on SFR backbones directly.

Lemma 1. The Starfish routing backbone guarantees that every source sensor node

in the network gets single-hop access to at least one node on the backbone, given

that the principal diagonals of the network producing vertical angle not greater than

120◦ at network center.

Proof. Following the principle of constructing Starfish routing backbone described

in Section 3.2.3 and 3.2.4, all nodes in the network get guaranteed single-hop access

to at least one of the backbone nodes since the farthest distance between two

anchor-nodes at the network edge is kept equal to 2r, and thus it is trivially true.

In the case of improved Starfish routing backbone, the Lamma 1 is proved with an

example of a worst case, as shown in Fig. 3.10(b).

In the case of improved Starfish routing backbone, the radial-canals stem out
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(a) Improved Starfish routing (iSFR) backbone (b) A worst case scenario on the iSFR

Figure 3.10: Improved Starfish routing backbone and a worst case

from the backbone nodes on the principal-axes located every after 2r intervals.

The distance between two consecutive parallel radial-canals depends on their angles

incident on the principal-axes. We prove here that if the principal-diagonals of a

network don’t produce vertical angles greater than 120◦ at the network center,

then all nodes will have access to at least one backbone node irrespective of their

positions.

Suppose a source A is located on a bisection-perpendicular line drawn from the

middle point of two consecutive backbone nodes B and C on a radial-canal, as

shown in Fig. 3.10(a). The node A will be at the farthest position from any back-

bone node when it is in the middle of the bisection-perpendicular line in between

two parallel radial-canals. Therefore, proving that the node A is guaranteed to

get access to at least one backbone node is enough and sufficient condition for the

Lemma 1. In such a scenario, as depicted in Fig. 3.10(b), the right-angle triangle

△ADC satisfies,

AC2 = AD2 + CD2. (3.4)
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Since the distance between two consecutive backbone nodes B and C on a

radial-canal is r, and the source node A must offer guaranteed access to the radial-

canal backbone node C; putting CD = r/2 and AC = r in Eq. (3.4), we obtain

the maximum allowable value of AD =
√
3
2
× r, i.e., DE =

√
3× r.

Now, let us calculate the value of DE and determine whether the above condi-

tion satisfies or not. Note that the parallel radial-canals produce the same incident

angle at the network center and subsequent points on the corresponding princi-

pal axes. We assume a line D′E ′ parallel to DE, then the right-angle triangles

△ O′D′E ′ and △ O′′D′′E ′′ support,

D′E ′ = DE = 2r × sinθ1 and D′′E ′′ = 2r × sinθ2, (3.5)

respectively, where, for all values of θ1, θ2 ≤ 60◦, the value of DE (or D′′E ′′)

maintains the required condition, DE ≤
√
3× r. That is, the maximum allowable

vertical angle produced by principal-diagonals at network center is 60◦ × 2 = 120◦.

Therefore, Lemma 1 is proved.

Finally, we develop the Starfish routing (SFR) backbone architectures, e.g.,

bSFR, and iSFR, as depicted in Fig. 3.11(a), and Fig. 3.11(b), respectively.

The operational detail to update the location of the mobile sink and backbone

repairing is described in the following Section 3.5. Hereafter, as a part of study to

determine the optimal size of the ring-canal, we compute the value of expansion

control variable, ϕ, for a few variants of bSFR- and iSFR-backbone architectures

in Section 3.6 through Section 3.9. These strategies determine the optimal radius

of the circular ring-canal along with the optimal minor-axes and major axes of the

elliptical ring-canals.
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3.5 Updating Location of the Mobile Sink

The nodes on the proposed Starfish routing backbone architectures, e.g., iSFR and

bSFR backbones, as shown in Fig. 3.11, maintain an up-to-date position of the

mobile sink. Since the backbones are constructed to be accessed from any location

with a 1-hop distance within the network, the mobile sink can update its position

instantly to the Starfish routing backbone. The sink periodically broadcasts its

location, and as soon as one of the backbone nodes of Starfish routing backbone

becomes aware of the change of sink location, it shares further to inform the updated

sink location to all other backbone nodes over ring- and radial-canals. This is

why it reduces the overhead of routing path creation and can deliver sensed data

immediately over the backbone nodes.

Though the SFR backbone architectures aim to ensure uniform energy con-

sumption throughout the network; the backbone nodes are susceptible to consum-

ing more energy due to handling more traffic than regular nodes. To mitigate the

issue, backbone nodes may switch their roles among neighboring nodes to preserve

the SFR-backbone connectivity constraint in the network, as proposed in [40].

3.6 Optimal Circular Ring-canal on SFR Back-

bone

While constructing the Starfish routing backbone, in both variants of bSFR and

iSFR backbones, there is a central circular ring-canal those radii are equivalent

to the sensor’s transmission range, as shown in Fig. 3.11(a), and Fig. 3.11(b).

Since all the radial canals converge to the central ring-canal, they suffer from more
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(a) Basic SFR (bSFR) backbone (b) Improved SFR (iSFR) backbone

Figure 3.11: The primitive Starfish routing (SFR) backbone structures

congestion, interference, forming a hotspot zone near the network center. It also

affects QoS and network lifetime in sensor networks. To mitigate these issues for

SFR-backbones, it necessitates determining an optimal radius of the circular ring-

canal for both variants of SFR-backbones. The key objective for finding the optimal

radius of the ring-canal is to converge each radial-canal onto one ring-canal node

of the Starfish routing backbone. In this consequence, we recall that the SFR-

backbones consist of three different sets of backbone nodes. The set of anchor

nodes, radial-canal nodes, circular ring-canal nodes, number of radial-canals, and

the radius of ring-canal are Za, Zb, Zc, Zd, and R, respectively. Now, we estimate an

optimal value of expansion control variable (for ring-canal) with respect to sensor’s

transmission range (r) and network size (2a× 2b).

Therefore, in this section, we develop a mixed-integer linear program (MILP)

that determines the optimal radius of a reference circle to construct the ring-canal

in the network [114].
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3.6.1 bSFR-circular backbone architecture

In the proposed basic Starfish routing backbone (bSFR-circular), a set of anchor

nodes, Za, is selected along the network periphery every after 2r distance, as indi-

cated in Fig. 3.12. Therefore, the number of anchor-nodes, |Za|, is approximated

by the following Eq. (3.6).

|Za| =
2× (2a+ 2b)

2r
=

2× (a+ b)

r
(3.6)

Since each anchor node initiates only one corresponding radial-canal in the basic

SFR (bSFR) backbone architecture, the number of radial-canals, as assumed |Zd|,

is approximated as follows:

|Zd| =
2× (a+ b)

r
(3.7)

Now, we formulate a mixed-integer-linear program (MILP) for an optimal ra-

dius of the circular ring-canal. In other words, we find an optimal value of the

control variable, ϕ, through the following MILP formulation. It is noteworthy that

the radius of the ring-canal should be large enough so that each radial-canal can

converge to the only corresponding ring-canal node on the optimal Starfish rout-

ing backbone (bSFR-circlular), as shown in Fig. 3.12. This strategy significantly

mitigates collision as well as interference among the sensor nodes in the network.

Maximize : R, (3.8)

subject to,

0 < R ≤ ϕr, (3.9)

0 < |Zd| ≤
2× (a+ b)

r
, (3.10)
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Figure 3.12: Construction of bSFR-circular backbone

0 < |Zc| ≤
2πR

r
, (3.11)

0 < |Zc| ≤ |Zd|, (3.12)

ϕ > 0. (3.13)

The above MILP formulation finds the optimal value of control variable, as

stated in the following Eq. (3.14), in respect of transmission range of sensor node

(r), and network size (i.e., a, b).

ϕ =
a+ b

πr
(3.14)

Therefore, the optimal radius of the ring-canal is determined as follows,

R =
a+ b

π
(3.15)
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Based on the above MILP, Lemma 2 is presented that determines an optimal

radius of the ring-canal in the network for a given network and sensor’s transmission

range.

Lemma 2. Given that a and b (a ≥ b > r) are the halves of two sides, respectively,

of a rectangular network, the optimal radius of the ring-canal of a Starfish routing

backbone is estimated as R ∼= (a+ b)/π, if and only if the number of radial-canals

has a linear relationship with the number of backbone nodes on the ring-canal.

Proof. Since the backbone nodes on the ring-canal are positioned approximately

every r distance away, the number is measured for the central ring-canal with

radius R as 2πR/r. Meanwhile, the number of radial-canals of the Starfish routing

backbone is estimated for the given network as (2a+2b)/2r, since the radial-canals

are rayed out approximately every 2r distance away along both principal-axes. If

and only if the number of backbone nodes on the ring-canal and that of radial-

canals has a linear relationship, or equal proportion (i.e., 2πR/r ∼= (a + b)/r),

the Starfish routing backbone contains the optimal radius of the ring-canal that is

estimated as R ∼= (a+ b)/π, and thus the Lemma 2 is proved.

Now, for bSFR-circular backbone, as shown in Fig. 3.12, based on the opti-

mal reference-circle, (x − u)2 + (y − v)2 = R2, the central controller selects back-

bone nodes on it, and continues until the closed-loop optimal circular ring-canal is

formed.

3.6.2 iSFR-circular backbone architecture

Since the Starfish routing backbone has one of its variants, namely, iSFR-backbone,

it necessitates finding an optimal radius of the ring-canal for iSFR. In this regard,
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Figure 3.13: Construction of iSFR-circular backbone

we follow the similar MILP framework as formulated for the bSFR-circular and

described in the previous Section 3.6.1.

The key idea of iSFR-circular backbone is to avoid the convergence of all radial-

canals onto the central ring canal as determined for the bSFR-circular backbone

in the previous section. In the iSFR-circular backbone architecture, as presented

in Fig. 3.13, the radial canals are constructed parallel to the principal diagonals

of the network. At first, we choose anchor nodes on the principal axes every

after 2r distance, and then construct radial-canals parallel to both of the principal

diagonals from each anchor node toward the edge of the network, as explained

earlier in Section 3.4

Since the anchor nodes initiate radial-canals, it determines the maximum num-
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ber of radial-canals in iSFR-circular. For a network area of 2a × 2b, the total

number of anchor nodes can be a maximum of (2a+ 2b)/2r on the principal-axes.

In iSFR-circular backbone architecture, each anchor node on the principal axes ini-

tiates two radial-canals parallel to the principal diagonals. Therefore, total number

of radial-canals for iSFR-circular can be estimated as 2× ((a+ b)/r). On the con-

trary, according to the principle of ring-canal construction, the number of backbone

nodes on it is estimated as 2π R/r.

Therefore, in the light of the MILP framework in Lemma 2, we find out the

value of control variable (ϕ), and the optimal radius (R) of the ring-canal for iSFR-

circular, respectively, as presented in Eq. (3.16), and Eq. (3.17), respectively.

ϕ ≤ a+ b

πr
(3.16)

R ∼=
(a+ b)

π
(3.17)

Finally, we construct iSFR-circular backbone that is illustrated in Fig. 3.13.

3.6.3 iSFR-optimized-circular backbone architecture

Though the above MILP framework computes the optimal radius of the ring-canal

for both bSFR-circular and iSFR-circular, the ring-canal size for iSFR-circular

would be further optimized. In the MILP framework, the value of the control

variable, ϕ, depends on the number of radial canals initiated by the anchor nodes

in the network. It is noteworthy that anchor nodes are selected every 2r distance

on the principal axes. According to the basic construction principle of iSFR or

iSFR-circular, the total number of radial canals are determined by the estimated

anchor nodes on the principal axes. However, in a practical case, we would not
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expect the ring-canal to be converged through the radial-canals initiated from the

terminal anchor nodes on the principal axes. This scenario exhibits the ring-canal

to be too large in the network. To mitigate this problem, we do further optimize

the radius of the ring canal for iSFR.

Therefore, the total number of anchor nodes, excluding the terminal nodes on

both side of the principal axes, can be re-estimated as 2× ((a+ b− 2r)/r). Thus,

in the light of Lemma 2, we find out the optimal radius of the ring-canal for the

further optimized iSFR-circular backbone architecture, as illustrated in Fig. 3.13.

Therefore, the optimal value of the control variable (ϕ), and the optimal radius of

the ring-canal are presented in Eq. (3.18), and Eq. (3.19), respectively.

ϕ = (a+ b− 2r)/πr (3.18)

R =
a+ b− 2r

π
(3.19)

Finally, the central controller picks backbone nodes on the ring-canal after ev-

ery r-distance. This step continues until a closed loop of optimal ring-canal is

constructed.

3.7 Optimal Elliptical Ring-canal on SFR Back-

bone

The above MILP formulation determines the optimal radius of the circular ring-

canal for both bSFR-circular and iSFR-circular backbone architectures, irrespective

of network area, either square- or rectangle-shaped. In the case of square size,

circular ring-canal could be a good choice that would not be equally expected or

as much as appropriate for a rectangular-shaped network.
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In this consequence, the construction of optimal elliptical ring-canal for a

rectangular-shaped network is still unexplored to maximize network lifetime and

maintain QoS requirements of real-time applications. Therefore, we concentrate to

develop bSFR-elliptical, and iSFR-elliptical backbones with an optimal elliptical

ring-canal on the proposed SFR backbone architectures, as illustrated in Fig. 3.14,

and Fig. 3.15. Similar to the above MILP framework, the optimal radius of the

ring-canal in terms of the expansion factor of the ring-canal, ϕ, is determined

based on network size and sensor’s transmission range r. It is also expected that a

significant reduction in end-to-end latency and extending network lifetime can be

achieved for real-time data collection with a mobile sink. The following subsections

unfold the optimal size of the elliptical ring-canal in terms of the control variable,

ϕ.

3.7.1 bSFR-elliptical with optimal elliptical ring-canal

In basic SFR-backbone architecture, as discussed in Section 3.2, a set of anchor

nodes, Za, is chosen along the network periphery after every 2r. Since each anchor

node initiates to construct a corresponding radial-canal, the number of radial-

canals, |Za|, is estimated following Eq. (3.20).

|Za| =
2× (2a+ 2b)

2r
=

2× (a+ b)

r
(3.20)

From the experimental results, it is observed that bSFR backbone may suffer

from the extreme size of ring-canals in the network, e.g., extraordinarily large or

very small. Therefore, we aim to find bSFR-elliptical backbone, as illustrated in

Fig. 3.14, that contains an optimal elliptical ring-canal in the network. We assume,

m and n are the major-radius and minor-radius of the ellipse, respectively. The
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value of m and n are to be determined by a tuning parameter, ϕ, for varying size

of networks, using Eq. (3.21) and Eq. (3.22).

m = ϕ a (3.21)

n = ϕ b (3.22)

The key motivation for finding the optimal major-radius and minor-radius is to

converge each radial-canal onto one backbone node over the elliptical ring-canal.

Thus, both m and n should be large enough so that each radial-canal can converge

to the only corresponding elliptical ring-canal of the Starfish routing backbone.

Since the ring-canal backbone nodes are placed on the reference-ellipse every af-

ter r distance, the total number of ring-canal backbone nodes Zc depends on its

perimeter 2π
√
(m2 + n2)/2. Thus, |Zc| can be estimated as follows,

|Zc| =
2π

√(
(m2 + n2)/2

)
r

(3.23)

In the case of efficient converge of each radial-canal exactly onto a ring-canal

backbone node, we find the optimal reference-ellipse, if and only if, |Zc| ∼= |Za|.

Therefore, we get,

2π
√
((m2 + n2)/2)

r
∼=

2× (a+ b)

r
(3.24)

⇒ m2 + n2 ∼= 2×
(a+ b

π

)2
(3.25)

Now, putting the values of m, and n into Eq. (3.25) from Eq. (3.21) and Eq. (3.22),

respectively, we get,

ϕ2
(
a2 + b2

)
= 2
(a+ b

π

)2
(3.26)
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Figure 3.14: Construction of bSFR-elliptical backbone

After that, we compute the control variable, ϕ, for determining the optimal size of

reference-ellipse in terms of m and n. Solving the quadratic Eq. (3.26), we find the

value of ϕ as follows,

ϕ =

√
2

π
(a+ b)

√√√√( 1

a2 + b2

)
(3.27)

Therefore, we determine the optimal size of the ring-canal on bSFR-elliptical in

terms of m and n, using the following equations.

m =

√
2a

π
(a+ b)

√√√√( 1

a2 + b2

)
(3.28)
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n =

√
2b

π
(a+ b)

√√√√( 1

a2 + b2

)
(3.29)

Finally, based on the optimal major-radius (m) and minor-radius (n), we draw

a reference-ellipse in the network using Eq. (3.30), as presented as follows,

(x− u

m

)2
+
(y − v

n

)2
= 1 (3.30)

Finally, we construct the proposed bSFR-elliptical backbone with optimal ellip-

tical ring-canal in the network, as shown in Fig. 3.14. Then, the central controller

picks backbone nodes on the reference-ellipse after every r-distance. This step

continues until a closed loop of optimal bSFR-elliptical ring-canal is constructed.

Now, in the next section, we construct the iSFR-elliptical backbone with an optimal

elliptical ring-canal.

3.7.2 iSFR-elliptical with optimal elliptical ring-canal

Finding the optimal radius for iSFR-elliptical follows a similar approach, as de-

scribed for the bSFR-elliptical backbone architecture in Section 3.7.1, except com-

puting the number of radial-canals on the principal axes. Since anchor nodes ini-

tiate radial-canals, we determine the maximum number of radial-canals for iSFR-

elliptical backbone architecture, as illustrated in Fig. 3.15 . For a network area of

2a×2b, the total number of anchor nodes, Za, can be a maximum of ((a+b−2r)/r)

on the principal axes excluding the terminal nodes for both sides. Since each anchor

node initiates two radial-canals parallel to the principal diagonals, the total number

of radial-canals, Zd, for iSFR-elliptical can be estimated as 2× ((a+ b− 2r)/r).

For an efficient convergence of each radial-canal onto an elliptical ring-canal

node, we find the optimal reference-ellipse, if and only if, it follows Eq. (3.31),
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n

m

Figure 3.15: Construction of iSFR-elliptical backbone

maintaining Lemma 2.

2π
√

((m2 + n2)/2)

r
∼=

2× (a+ b− 2r)

r
(3.31)

Now, we get the value of control-variable (ϕ) for iSFR-elliptical, as presented

in Eq. (3.32), by substituting the values of m and n, as stated in Eq. (3.21) and

Eq. (3.22), respectively.

ϕ =

√
2

π
(a+ b− 2r)

√√√√( 1

a2 + b2

)
(3.32)

Therefore, we determine optimal size of the ring-canal on iSFR-elliptical in
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terms of m and n, using Eq. (3.33) and Eq. (3.34), as follows,

m =

√
2a

π
(a+ b− 2r)

√√√√( 1

a2 + b2

)
(3.33)

n =

√
2b

π
(a+ b− 2r)

√√√√( 1

a2 + b2

)
(3.34)

Now, based on the optimal major-radius (m) and minor-radius (n), we sketch

a reference-ellipse in the network using Eq. (3.30). After that, we construct the

proposed iSFR-elliptical backbone with optimal ring-canal in the network, as shown

in Fig. 3.15. Then, the central controller picks backbone nodes on the reference-

ellipse after every r-distance. This step continues until a closed loop of optimal

iSFR-elliptical ring-canal is constructed.

Finally, for both bSFR-elliptical and iSFR-elliptical architectures, all backbone

nodes on the elliptical ring-canal and radial-canals are connected to construct SFR-

elliptical architectures.

As a planned study to construct Starfish routing (SFR) backbones, we consider

a rectangular-shaped sensor network with a mobile sink. In this consequence, we

computed the optimal sizes of circular and elliptical ring-canals in the rectangle-

shaped network. However, in some practical applications, the network size may

vary from square to circular.

Therefore, it necessitates constructing SFR backbones in square and circular-

shaped networks. In the subsequent sections, we construct different variants of

SFRs within square-shaped and circular-shaped sensor networks. Since the con-

struction of the radial-canals is similar for all variants of Starfish routing (SFR)

backbones, we concentrate on determining the optimal radius of the ring-canal for
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the assumed square-shaped and circular-shaped sensor networks in the subsequent

Sections 3.8, and 3.9, respectively.

3.8 SFR Backbones in a Square-shaped Network

To construct bSFR and iSFR backbones in a square-shaped network, we assume

a square network of 2a× 2a, as shown in Fig. 3.16 and Fig. 3.17, where a is the

half of a side of square network, and sensor’s transmission range is (r). Now,

again we recall that Za, Zb, Zc, Zd and R are the set of anchor nodes, radial-canal

nodes, ring-canal nodes, the number of radial-canals, and the optimal radius of the

ring-canal, respectively.

To simplify constructing bSFR and iSFR backbones in a square-shaped net-

work, we refer the Section 3.6 where the optimal radius of the ring-canal has been

determined for a rectangular-shaped network. We may consider that the square-

shaped network is a special type of network where b = a, in Eq. (3.6) through

Eq. (3.13), as described in Section 3.6.

While developing different variants of SFR backbones in the network, it mainly

varies determining the optimal size ring-canal in the network. Therefore, apart

from describing the detailed construction procedure of SFR backbones, we focus

on determining the optimal size ring-canal in the square-shaped network.

3.8.1 bSFRs backbone in square-shaped network

Typically, the optimal radius (R) of the ring-canal is determined in terms of control

variable, (ϕ). Therefore, at first, we determine the value of (ϕ) with respect to

network size (2a)2 and sensor’s transmission range (r), based on the the discussion
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(u,v)((u(( ,u v)v)u vv))v

(((u v))u )v
Figure 3.16: bSFRs backbone in square-shaped network

in Section 3.6. Considering square-shaped network as a special type of network

environment, where b = a, in Eq. (3.6) through Eq. (3.13), we find the value of

control variable (ϕ), and the optimal radius (R) of the ring-canal using the following

Eq. (3.35) and Eq. (3.36), respectively.

ϕ = 2a/πr (3.35)

R =
2a

π
(3.36)

Now, the proposed bSFRs-circular backbone in square-shaped network is illus-

trated in Fig. 3.16 based on the above optimal radius of the ring-canal, R. Now, in

the following subsection, we determine the required values of the control variable

(ϕ), and the optimal radius (R) of the ring-canal for the iSFRs-circular backbone

architecture in a square-shaped network.
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Figure 3.17: iSFRs backbone in square-shaped network

3.8.2 iSFRs in square-shaped network

Similar to the above Section 3.6, we determine the control variable (ϕ), and the

optimal radius (R) of the ring-canal for the iSFRs backbone in square-shaped

network, where b = a. The optimal values are determined using Eq. (3.37), and

Eq. (3.38), respectively.

ϕ =
2(a− r)

πr
(3.37)

R =
2(a− r)

π
(3.38)

The proposed iSFRs backbone in square-shaped network is depicted in Fig. 3.17

based on the above optimal values.
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(u,v)((uu(((( ,,uu vv))vv(((

Figure 3.18: bSFRc backbone in circular-shaped network

3.9 SFR Backbones in Circular-shaped Network

To construct bSFRc and iSFRc backbones in a circular-shaped network, we assume

a network of radius ℜ, as shown in Fig. 3.18 and Fig. 3.19. Now, again we recall

that Za, Zb, Zc, Zd, and R are the set of anchor nodes, radial-canal nodes, ring-

canal nodes, the number of radial-canals, and the optimal radius of the ring-canal,

respectively.

3.9.1 bSFRc backbone in circular-shaped network

Since the anchor nodes initiate radial-canals, it determines the maximum number of

radial-canals on bSFRc backbone architecture. For a network of radius ℜ, as shown

in Fig. 3.18, the total number of anchor nodes can be maximum of 2πℜ/2r around

the periphery of the circular-shaped network. On the contrary, total number of

ring-canal nodes is estimated as 2πR/r. According to the Lemma 2, we find an
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u( ,u vv(( (u,v)

Figure 3.19: iSFRs backbone in circular-shaped network

optimal value of ϕ, and optimal radius (R) of the ring-canal of bSFRc inside the

circular network using Eq. (3.39), and Eq. (3.40), respectively.

ϕ =
ℜ
2r

(3.39)

R =
ℜ
2

(3.40)

The proposed bSFRc backbone in the circular-shaped network is depicted in

Fig. 3.18 based on the above optimal values.

3.9.2 iSFRc backbone in circular-shaped network

According to the similar approach, as described in the previous Section 3.9.1, we

determine the control variable (ϕ), and the optimal radius (R) of the ring-canal for

the iSFRc-backbone in a circular-shaped network.
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In the case of iSFRc-backbone in a circular-shaped network, the total number of

anchor nodes, excluding the terminal nodes on both sides of the principal axes, can

be re-estimated as 4× (ℜ− r)/r. On the contrary, the total number of ring-canal

nodes on the optimal ring-canal is estimated as 2πR/r.

Therefore, in the light of Lemma 2, we find out the optimal radius of the ring-

canal for the iSFRc-backbone architecture, as illustrated in Fig. 3.19. The optimal

value of the control variable (ϕ), and the optimal radius of the ring-canal are

presented in Eq. (3.41), and Eq. (3.42), respectively.

ϕ =
2(ℜ− r)

πr
(3.41)

R =
2(ℜ− r)

π
(3.42)

Finally, the proposed iSFRc-backbone in a circular-shaped network is depicted

in Fig. 3.19 based on the above optimal values.

3.10 Comparative Discussions on SFR Backbone

Architectures

In this section, we summarize various SFR backbone architectures. The key phi-

losophy of designing various SFR-backbones is to spread the backbone nodes over

the different regions of the network in such a way that a source node can access

at least one of the backbone nodes directly. The SFR backbone consists of two

type of canals, i.e., a central ring-canal, and a few radial-canals. Various SFR

backbone architectures, as presented in Fig. 3.20, can largely be classified based on

the construction principle of different canals in the network that are discussed as

follows.
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3.10.1 Radial-canal based SFR-backbone architectures

According to the radial-canal construction, Starfish routing (SFR) backbones can

be distinguished in basic SFR (bSFR) and improved SFR (iSFR).

� In bSFR-backbone architectures, the radial-canals are initiated from the an-

chor nodes located on the periphery of the network and are spread inside

toward the central ring-canal, as depicted in Fig. 3.20(a), (c), (e), (g), (i).

In these architectures, the radial canals converge to the single central canal

(irrespective of its size). Therefore, they suffer from congestion and collision

among the nodes during data transmission. These are the key factors of en-

ergy wastages of sensor nodes in bSFR-backbone architectures. To mitigate

these issues, we develop iSFR-backbone architectures in the network.

� The key philosophy of the improved Starfish (iSFR) backbone architectures is

to avoid the convergence of all radial-canals to the network center. Therefore,

the radial-canals are diverged from the anchor nodes located on the principal

axes to the periphery of the network, as illustrated in Fig. 3.20(b), (d), (f),

(h), (j). This strategy significantly prevents congestion and collision around

the ring-canal or network center.
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Figure 3.20: Various Starfish routing (SFR) backbone architectures
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Moreover, in a separate study, we find the required number of back-

bone nodes on the SFR backbones for varying number of network sizes.

Based on a, b and r, the backbone nodes on bSFR-circular are estimated as

2×(2a+2b)
2r

+2×(a+b)
r

+(
∑⌈ 2a

2r
⌉−1

q=0

√
(a− qr1)2 + b2 )/r1+(

∑⌈ 2b
2r

⌉−1

q=0

√
(b− qr2)2 + a2 )/r2,

where r1 = 2a/(⌈2a/2r⌉), r2 = 2b/(⌈2b/2r⌉). On the other hand,

in the case of iSFR-circular, the backbone nodes are estimated as
2
√

(2a)2+(2b)2

r
+ 2×(a+b)

r
+ (

∑⌈ a
2r

⌉−1

q=1

√
(a− qr

′
1)

2 + (a− qr
′
1tanθ1)

2 )/r
′
1 +

(
∑⌈ b

2r
⌉−1

q=1

√
(b− qr

′
2)

2 + (b− qr
′
2tanθ2)

2 )/r
′
2, where r

′
1 = a/⌈ a

2r
⌉, r′

2 = b/⌈ b
2r
⌉,

tanθ1 = b/a, and tanθ2 = a/b. Because of the unique SFR backbone architectures,

the number of backbone nodes required for iSFR-backbone is lower than that of

bSFR-backbone. This can be proved numerically based on these estimation. For

instance, in the case of a network of 700× 525 m2, iSFR-circular requires less than

100 nodes while bSFR-circular requires more than 300 backbone nodes.

Furthermore, iSFR protocol outperforms bSFR in terms of network QoS and

lifetime performances, as per the experimental results discussed in Section 3.12.

3.10.2 Ring-canal based SFR-backbone architectures

According to the ring-canal construction, Starfish routing (SFR) backbones can be

classified into three variants that are discussed as follows.

� As a preliminary architecture of SFR, the ring-canal is constructed at the net-

work center whose radius is as maximum as the sensor’s transmission range,

r. Therefore, it is known as transmission range based SFR-backbones, i.e.,

bSFR and iSFR, as illustrated in Fig. 3.20(a), and Fig. 3.20(b), respectively.

Since the ring-canal’s radius is fixed, i.e., equivalent to the sensor’s trans-

mission range irrespective of network size, it suffers from more congestion,
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interference, forming hotspot zone near the network center. It also affects

the QoS and network lifetime of sensor networks. To mitigate these issues for

SFR-backbones, it necessitates determining an optimal radius of the circular

ring-canal for SFR-backbones.

� In the second category, an optimal ring-canal is constructed for both bSFR

and iSFR, as depicted in Fig. 3.20(c), and Fig. 3.20(d), respectively. The

optimal radius of the ring-canal is determined based on network size (i.e.,

a, b), and transmission range of a sensor (r). For both variants of bSFR-

circular, and iSFR-circular backbones, the optimal radii of the ring-canals are

determined by Eq. (3.15), and Eq. (3.19), respectively. Moreover, the optimal

values of ϕ and R for various SFR-backbones are tabulated in Table 3.2.

� The above category determines an optimal radius of the circular ring-canal,

irrespective of network size either it is square- or rectangle-shaped. In the

case of square area, circular ring-canal would be a good choice. However, it

would not be equally appropriate for a rectangular-shaped network. There-

fore, optimal ring-canals of bSFR-elliptical, and iSFR-elliptical architectures

are constructed, as presented in Fig. 3.20(e), and Fig. 3.20(f), respectively.

The optimal radii of the elliptical ring-canals are also determined based on

network size (i.e., a, b), and transmission range of a sensor (r). For both

variants of bSFR-elliptical, and iSFR-elliptical backbones, the optimal values

of ϕ, major-radius (m), and minor-radius (n) are tabulated in Table 3.2. The

optimal elliptical ring-canal in a rectangular-shaped network is expected for

a significant reduction in end-to-end latency and extending network lifetime

that are evaluated in Section 3.12.
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We have elaborately discussed the construction of Starfish routing backbones in

the above sections. Now, we provide a Markov Chain based theoretical model for

end-to-end delay of a packet in Section 3.11. Next, we evaluate the performance

results of various SFR-backbones and compare them with the state-of-the-art works

through exhaustive simulation studies in Section 3.12.
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Figure 3.21: Markov chain model for multihop data delivery with retransmissions

3.11 End-to-End Delay Analysis

Here, we perform a probabilistic study to determine the end-to-end packet delivery

delay from source nodes to mobile sinks via ring- and radial-canal nodes on the
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Starfish routing backbone. The state-of-the-art works develop theoretical models to

analyze average end-to-end latency by considering only the hop-distance between

the source and the mobile sink. However, due to the inherent characteristics of

sensor nodes, the end-to-end delay of a packet varies substantially depending not

only on hop-distance but also on the number of retransmission(s) attempted at

each hop. In this section, a Markov Chain-based theoretical model for the packet’s

end-to-end delay is constructed, taking into account both of the above issues, e.g.,

hop-distance and the number of retransmission(s).

In the Markov model, shown in Fig. 3.21, the state I is defined as an idle state,

where the node has no data to transmit. Let Sz
h represents a state of packet located

at hth-hop distance from the sink and zth-transmission or retransmission attempt,

where h ∈ {1, 2, . . . , H} and z ∈ {0, 1, 2, . . . , k}. A packet is dropped at a given hop

if all k-number of retransmission attempts are failed. When the sink successfully

receives the packet, it is destined at state S0 in the model.

Given that the packet generation rate, σ, at each source node follows Poisson

distribution, the probability that one packet will arrive during a time duration t is

expressed as,

α = (σt) e−σt. (3.43)

The success probability (p) of a transmission attempt is binomially distributed,

and it is calculated as,

p = µα (1− α)m−1 (1− e), (3.44)

where, µ is the number of nodes willing to transmit in the neighborhood, and e is

the probability that a packet contains one or more bit errors [115], [116].
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Each state in Markov Chain model, as depicted in Fig. 3.21, belongs to tran-

sition probabilities ρ and altogether it produces state distribution vector (s) as

stated in Eq. (3.45) - Eq. (3.47).

s = [ ρI

︷ ︸︸ ︷
ρ0H ρ1H ρ2H . . . ρkH . . .

︷ ︸︸ ︷
ρ01 ρ11 ρ21 . . . ρk1 ρ0]

′
, (3.45)

P s = s, (3.46)∑
s = 1. (3.47)

For the case, when H = 3 and k = 2 the distribution vector s can be written as

follows,

s = [ ρi

︷ ︸︸ ︷
ρ03 ρ13 ρ23

︷ ︸︸ ︷
ρ02 ρ12 ρ22

︷ ︸︸ ︷
ρ01 ρ11 ρ21 ρ0 ]

t

(3.48)

Therefore, for the above instance, the corresponding transition matrix (P ) is pre-

sented as,

P =



1− α 0 0 1− p 0 0 1− p 0 0 1− p 1

α 0 0 0 0 0 0 0 0 0 0

0 1− p 0 0 0 0 0 0 0 0 0

0 0 1− p 0 0 0 0 0 0 0 0

0 p p p 0 0 0 0 0 0 0

0 0 0 0 1− p 0 0 0 0 0 0

0 0 0 0 0 1− p 0 0 0 0 0

0 0 0 0 p p p 0 0 0 0

0 0 0 0 0 0 0 1− p 0 0 0

0 0 0 0 0 0 0 0 1− p 0 0

0 0 0 0 0 0 0 p p p 0


(3.49)

Dhaka University Institutional Repository



3.11 END-TO-END DELAY ANALYSIS 98

Now, we can find the distribution vector at equilibrium using Eq. (3.45) -

Eq. (3.47). The solution of the above equations is explained as follows,

ρi = (1− α) ρi + (1− p) ρ23 + (1− p) ρ22 + (1− p) ρ21 + ρ0 (3.50)

ρ03 = α ρi (3.51)

ρ13 = (1− p) ρ03

= α (1− p) ρi (3.52)

ρ23 = (1− p) ρ13

= α (1− p)2 ρi (3.53)

ρ02 = p (ρ03 + ρ13 + ρ23)

= p [α ρi + α (1− p) ρi + α (1− p)2 ρi]

= α p [1 + (1− p) + (1− p)2] ρi (3.54)

= α p γ ρi (3.55)

Assuming,

γ = [1 + (1− p) + (1− p)2] (3.56)

Similarly, we get,

ρ12 = (1− p) ρ02 = α p γ (1− p) ρi (3.57)

ρ22 = (1− p) ρ12 = α p γ (1− p)2 ρi (3.58)
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ρ01 = p (ρ02 + ρ12 + ρ22) = α (p)2 γ [1 + (1− p) + (1− p)2] ρi (3.59)

= α (pγ)2 ρi (3.60)

ρ11 = (1− p) ρ01 = α (pγ)2 (1− p) ρi (3.61)

ρ21 = (1− p) ρ11 = α (pγ)2 (1− p)2 ρi (3.62)

ρ0 = p (ρ01 + ρ11 + ρ21) = pα (pγ)2 ρi [1 + (1− p) + (1− p)2]

= α (pγ)3 ρi

= α (pγ)H ρi (3.63)

and,

ρi =
1

1 + αγ + αpγ2 + αp2γ3 + α(pγ)3
(3.64)

Therefore, from this theoretical analysis, as computing for the instance, H = 3 and

k = 2, the general equations of the solution can be represented as follows,

ρk∈0...τh∈H...0 = α (pγ)H−h (1− p)k ρi (3.65)

ρ0 = α (pγ)H ρi (3.66)

ρi =
1

1 + α
∑H−1

h=0 phγh+1 + α(pγ)H
(3.67)
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s =
1

1 + αγ + αpγ2 + αp2γ3 + α(pγ)3



1

α

α(1− p)

α(1− p)2

αpγ

αpγ(1− p)

αpγ(1− p)2

α(pγ)2

α(pγ)2(1− p)

α(pγ)2(1− p)2

α(pγ)3



(3.68)

Therefore, we can now calculate the expected number of transmission- and

retransmission-attempts for a packet at each hop as follows,

z =
k∑

z=0

zρzH . (3.69)

Assuming that τ represents average delay per packet including processing, trans-

mission, propagation, and queuing delay [117] that can be measured following

τ = τproc + τtrans + τprop + τqueue [118]. Now, we can calculate the expected amount

of delay for a packet in one hop as follows,

T = τ z. (3.70)

Similarly, we find the expected end-to-end delay for a packet traveling H hops

as,

T = H × T . (3.71)
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In the following sections, we evaluate the performances of the studied protocols

and discuss the simulation results.

3.12 Performance Evaluation

After the development of Starfish routing (SFR) backbones, we have implemented

the bSFR-circular, bSFR-elliptical, iSFR-circular, iSFR-elliptical, HexDD [39], and

Ring [40] routing-backbones over a sensor network in NS-2 [48], a discrete event

network simulator, and after that compared their performances.

3.12.1 Simulation environment

We have considered a WSN of 400 × 300m2 area, where 500 nodes are deployed

randomly with uniform distribution. The transmission range (r) of each sensor is

set at 90m; the constant bit rate traffic model is used under UDP for data trans-

mission with a packet size of 512 bytes considering 512 Kbps of channel bandwidth

and shadowing propagation loss model. For the mobile sink in the network, we

have used the random waypoint mobility model, and all other sensor nodes are

kept at stationary mode.

Table 3.3: Typical values of path loss exponent (β)

Environment β

Outdoor
Free space 2

Shadowed urban area 2.7 to 5

In building
Line-of-sight 1.6 to 1.8

Obstructed 4 to 6
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Table 3.4: Typical values of shadowing deviation (σ)

Environment σ

Outdoor 4 to 12

Office, hard partition 7

Office, soft partition 9.6

Factory, line-of-sight 3 to 6

Factory, obstructed 6.8

While the mobile sink travels, it must be within sensor’s transmission range for

successful data transmission. We consider the height of the mobile sink so that

it can travel for both obstacle-free and obstructed networks. Therefore, we set

the height of the mobile sink during traveling randomly (for different experiments)

between 15m to 45m.

In conventional wireless signal propagation model [119], [120], [121], the re-

ceived power is predicted as a deterministic function of distance where commu-

nication range is assumed as an ideal circle. But in practical world the received

power at a certain distance of a wireless signal is not deterministic; it is a random

variable due to multipath propagation effects. This effect is known as fading ef-

fects. Therefore, to achieve a realistic performance from the simulation, shadowing

propagation model with β = 2.8 and σ = 6.0dB [122] has been considered in this

paper from typical values of these parameters presented in Table 3.3 and Table 3.4.

Moreover, the simulation parameters, along with their corresponding values and

the burst description of four events considered in the simulation, are tabulated in

are summarized in Table 3.5, and Table 3.6, respectively.
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Table 3.5: Simulation parameters for backbone performance studies

Parameters Value

Area of the network 400× 300 m2

Type of node deployment Uniformly random

Number of nodes 500

Transmission range 90 m

Wireless Channel WirelessPhy/802.15.4

Data packet size 512 Bytes [106] [123]

Bandwidth 512 Kbps [106]

Propagation model Shadowing loss model [122]

Application type Event-driven

Sink mobility model Random way point

Initial energy of a sensor node 6.0J

Tx power 0.023W

Rx power 0.018W

Idle power 0.037mW

Sleeping power 0.003mW

Simulation time 1 hour

3.12.2 Performance metrics

The efficiency of the proposed protocol has been demonstrated by using the stan-

dard performance metrics that are described as follows.

� Average throughput is measured as the number of data bytes successfully

received by the sink per unit time. The higher value represents better per-
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Table 3.6: Event and burst descriptions for backbone performance studies

Event A Event B Event C Event D

Burst 1 30s - 40s 90s - 100s 130s - 140s 375s - 385s

Burst 2 125s - 135s 200s - 210s 380s - 390s 565s - 575s

Burst 3 425s - 435s 660s - 670s 740s - 750s 760s - 770s

formance.

� Average end-to-end packet delivery delay is the average time difference be-

tween the packet reception time at the sink and packet generation time at

the source. A lower value indicates an improved performance.

� Packet delivery ratio is the ratio of the number of received packets at the sink

to the generated packets by the source nodes. The higher value represents

better performance.

� Standard deviation (η) of residual energy is the average dispersion among

the residual energy levels on backbone nodes (Z) and can be calculated as

follows,

η =

√√√√ 1

|Z|

|Z|∑
z=1

(Eres(z)− µ)2, (3.72)

where, Eres(z) is the node z’s residual energy, and the mean residual energy

of all backbone nodes is indicated by µ. It specifies the distribution of the

energy consumption among the backbone sensors. The η value is expected to

be small cause it indicates the better ability of the Starfish routing backbone

to balance energy consumption.
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� Network lifetime is calculated from the deployment time of the network to

the time at which a backbone node dies and becomes unreachable from neigh-

boring source or backbone nodes in the network. We consider it assuming

that when it takes considerably long time to die a backbone node, the same

phenomena will be repeated for the rest of the backbone. The lifetime of a

sensor network is expected to be high, indicating the ability of an event to

report over the SFR-backbones during the simulation period.

� Operational overhead is measured as the ratio of total control bytes exchanged

during the whole simulation period to the total amount of data bytes delivered

to the sink. A smaller value indicates better performance.

3.12.3 Simulation results

The simulation experiments are run 30 times with different random seed values for

an On-Off application and taken the average for each data point in the graph. The

events in the network happen randomly at different places, and random sources

initiate flows that remain unchanged over the simulation period.

3.12.3.1 Impacts of varying speeds of the mobile sink

We evaluated the performances of the studied protocols for varying sink speeds

from 1ms−1 ∼ 6ms−1 which are corresponding to pedestrian speed through low-

speed vehicles. In this experiment, the network size was fixed at 400 × 300 m2,

transmission range of sensor nodes was set at 90m.

1. Throughput performances
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Figure 3.22: Average throughput for varying speeds of the mobile sink

The results, as shown in Fig. 3.23, depict that average throughput steadily

increases with the sink speed up to 3ms−1 in all the studied protocols. But for

higher speeds of the sink, average throughput decreases sharply due to faster

changes of routing path caused by sink mobility. The average throughput for

all variants of Starfish routing (SFR) backbones is better than those of HexDD

[39] and Ring [40] strategies because of faster data communication over high-

speed backbone in the network. This is achieved through spreading backbone

nodes on the ring-canal and radial-canals that ensure balanced data traffic

load throughout the network.

Moreover, the improved Starfish routing backbones, e.g., iSFR-circular

and iSFR-elliptical, deliver higher throughput than its basic one, e.g., bSFR-

circular and bSFR-elliptical, due to significant reduction of collisions and
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interferences near ring-canal of the network.
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Figure 3.23: Packet delivery ratio for varying speeds of the mobile sink

Furthermore, from the experimental results in Fig. 3.23, it is clearly

observed that elliptical ring-canal based SFR-backbone architectures, e.g.,

iSFR-elliptical and bSFR-elliptical, respectively outperform iSFR-circular

and bSFR-circular, due to suitably fitted on the optimal size of elliptical

ring-canal in a rectangular-shaped network. These experimental results prove

the strength of iSFR-elliptical to achieve higher data throughput among all

variants of SFR backbones.

2. Packet delivery rate (PDR) performances

For the same reasons as discussed for data throughput, the studied protocols

show the higher packet delivery ratio (PDR) with increasing sink speed, as
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illustrated in Fig. 3.24, and later, the PDR decreases sharply with faster

speeds of the sink.

In the results, the PDR performances for all variants of Starfish routing

(SFR) backbones is better than those of HexDD [39] and Ring [40] strate-

gies due to quick data transmission over the high-speed Starfish backbones

in the network. It happens because of ensuring balanced data traffic load

throughout the backbone nodes in sensor networks.

Moreover, the improved Starfish routing backbones, e.g., iSFR-circular

and iSFR-elliptical, deliver higher PDR than basic Starfish routing back-

bones, e.g., bSFR-circular and bSFR-elliptical. This performance proves the

significant benefits of iSFR over bSFR due to mitigating collisions and inter-

ferences near ring-canal of the network.

Furthermore, from the PDR performances, it is clearly observed that ellip-

tical ring-canal based SFR architectures outperform SFR-circular ones due

to optimally fitted elliptical ring-canal in the network. These experimental

results also show the strength of iSFR-elliptical to achieve higher PDR as

well as prove the advantages of using the mobile sink in sensor networks.

3. End-to-end packet delivery delay performances

The average end-to-end packet delivery delay is decreased for all the stud-

ied backbone strategies while the sink speed is around 3ms−1, as shown in

Fig. 3.25. It happens because the sink mobility significantly reduces the av-

erage hop distance of the transmitted data packets. However, the end-to-end

delay again increases with the increasing sink speed as the data packets had

to route more hops to reach the sink. Besides, higher sink mobility causes
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Figure 3.24: End-to-end packet delivery delay for varying speeds of the mobile sink

stale sink location information, increasing the retracing time for localization.

In the results, we notice that the end-to-end packet delivery delay perfor-

mances for all variants of Starfish routing (SFR) backbones is better than

those of HexDD [39] and Ring [40] strategies because it doesn’t require

any query for sink’s fresh location. Moreover, rather than three principal-

diagonals in HexDD, more radial-canals can directly transmit data to the

sink, that helps our proposed Starfish routing backbone including all variants

to minimize the end-to-end packet delivery delay.

Moreover, for the improved Starfish routing backbones, e.g., iSFR-circular

and iSFR-elliptical, end-to-end packet delivery delay is lower than basic

Starfish routing backbones, e.g., bSFR-circular and bSFR-elliptical. This

performance proves the significant benefits of iSFR over bSFR due to form-
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Figure 3.25: Operational overhead for varying speeds of the mobile sink

ing HSB with optimal number of backbone nodes on SFR architectures.

Furthermore, it is noteworthy that the elliptical ring-canal based SFR

architectures outperform SFR-circular ones in terms of the end-to-end packet

delivery delay performance because of developing an optimal elliptical ring-

canal in the network. These experimental results also show the strength of

iSFR-elliptical for real-time applications in sensor networks.

4. Operational overheads

The operational overhead is the metric to measure the effectiveness of the SFR

backbones in the network. For varying sink speeds, the operational overhead

of all studied protocols increase linearly, as shown in Fig. 3.26. However, the

proposed SFR backbones remain in lower operational overhead compared to
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other studied protocols, e.g., HexDD and Ring. This is caused due to pre-

formed routing-backbone with ring- and radial-canals and guaranteed single-

hop access to the backbone. For the operational procedure of Ring routing,

at first, source node gets mobile sink’s present location and then it forward

data to the mobile sink. Due to faster sink’s mobility, the source node has to

follow footprint of the mobile sink to deliver data. It significantly increases

overhead during data transmission in the network. Moreover, in the case of

HexDD protocol, there are only six rendezvous regions meeting at network

center through which data are delivered to the mobile sink. It also needs

query for data and reverse feedback for data delivery. Therefore, operational

overheads of the studied protocols, e.g., HexDD and Ring, are higher than

iSFR variants. Furthermore, iSFR-elliptical architecture has advantages over

SFR’s circular and basic SFR variants.

From the above discussion, it is observed that neither very slow nor very high-

speed mobility of the sink is beneficial; rather a moderate speed improves network

performances for all studied backbone strategies. However, Starfish routing back-

bone outperforms HexDD and Ring backbones due to fair distribution of data traf-

fic over backbone nodes within the network, and iSFR-elliptical architecture gets

advantages of optimal elliptical ring-canal over its circular and basic SFR variants.

3.12.3.2 Impacts of varying sizes of networks

The sink speed is not the only parameter affecting the performances in sensor

networks. The network size, in terms of its length and width, also affects the

scalability and efficiency of routing backbones significantly. It happens due to the

fact that the density of the network or traffic load depends on the network size.
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We have evaluated the performances of the studied protocols for varying sizes of

networks from 200 × 150m2 ∼ 700 × 525m2, while a fixed number of 500 sensor

nodes are deployed randomly. In this experiment, the sink speed is fixed at 3ms−1,

transmission range of sensor nodes is set at 90m.
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Figure 3.26: Average throughput for varying sizes of networks

1. Throughput performances

The graphs of Fig. 3.27 illustrate that the average throughput steadily de-

creases in all the studied protocols. This happens because a fixed number

of sensor nodes are deployed in increasing size of networks, which trivially

reduces the probability of event notification by source nodes in the network.

The average throughput for all variants of Starfish routing (SFR) backbones

is better than those of HexDD [39], and Ring [40] strategies because of faster

data communication over HSB and guaranteed single-hop access to at least
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Figure 3.27: Packet delivery ratio for varying sizes of networks

one of the backbone nodes in the network. This is achieved through spread-

ing backbone nodes on the SFR architectures that also ensure balanced data

traffic load throughout the network.

Moreover, for the iSFR backbones, e.g., iSFR-circular and iSFR-elliptical,

the average throughput is higher compared to its basic ones, e.g., bSFR-

circular and bSFR-elliptical, due to significant reduction of collisions and

interferences near ring-canal of the network. Furthermore, the elliptical ring-

canal based SFR outperforms all the studied protocols because of its optimal

structure in the network.

2. Packet delivery rate (PDR) performances

The studied protocols show the decreasing packet delivery ratio (PDR) with

increasing network size, as shown in Fig. 3.28. In the results, the PDR per-
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formances for all variants of Starfish routing (SFR) backbones are better than

those of HexDD [39] and Ring [40] strategies due to quick data transmission

over the HSBs in the network. Moreover, the improved Starfish routing back-

bones, e.g., iSFR-circular and iSFR-elliptical, deliver higher PDR than their

corresponding basic SFR variants, e.g., bSFR-circular and bSFR-elliptical.

This performance proves the significant benefits of iSFR over bSFR.

It is beyond stating to explain that iSFR-elliptical outperforms overall

studied protocols due to its improved structure and existence of optimal el-

liptical ring-canal in the network. Besides, the higher PDR performance

proves the suitability of iSFR-elliptical for large networks.
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Figure 3.28: End-to-end packet delivery delay for varying sizes of networks

3. End-to-end packet delivery delay performances

The average end-to-end packet delivery delay is increased linearly for all the
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studied backbone strategies with increasing sizes of networks, as shown in

Fig. 3.29. This happens due to increasing average hop distance between the

source to the sink. Besides, it is noticed that all variants of the Starfish rout-

ing backbone requires the lowest end-to-end packet delivery delay compared

to the state-of-the-art works because of guaranteed single-hop access to the

backbone nodes. This proves the suitability of Starfish routing backbone for

delay-deadline-based real-time applications.

In the case of the improved Starfish routing backbones, e.g., iSFR-circular

and iSFR-elliptical, end-to-end packet delivery delay is lower than basic

Starfish routing backbones, e.g., bSFR-circular and bSFR-elliptical. This

performance proves the significant benefits of iSFR over bSFR due to form-

ing HSB with an optimal number of backbone nodes on SFR architectures.

Furthermore, it has already been discussed that the elliptical ring-canal-based

SFR architectures outperform all studied protocols because of forming an op-

timal elliptical ring-canal in the network. The lowest end-to-end delay per-

formance of the iSFR-elliptical shows its strength and emphasizes deploying

in sensor networks for real-time applications.

4. Operational overheads

The operational overhead performance indicates the operational and func-

tional effectiveness of a protocol to a great extend. In Fig. 3.30, the op-

erational overhead steadily increases in all the studied protocols with the

increasing size of networks. This happens because more control packets are

transmitted for data delivery for increasing size of networks. Similar to the

above performance results, the proposed SFR backbones remain in lower oper-
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Figure 3.29: Operational overhead for varying sizes of networks

ational overhead compared to other studied protocols, e.g., HexDD and Ring.

This is caused due to minimum control packet transmitted over preformed

SFR backbones. Moreover, iSFR-elliptical architecture gets advantages over

its iSFR-circular and bSFR variants.

We can conclude the above results and discussions that spreading data routing

loads over nodes from different areas of the network helps the Starfish routing

backbones to achieve a higher level of scalability compared to the studied protocols.

In the following section, we discuss the performances of network lifetime for the

proposed SFR backbones.
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3.12.3.3 Effects on network lifetime

In this work, we have developed a high-speed backbone in sensor networks, namely

SFR, through ring-canal and radial-canals. To ensure continuous data routing

over the SFR backbone, all nodes are always connected. The efficiency of SFR

backbones in sensor networks is measured on how long the backbone nodes remain

connected for data delivery. Therefore, we consider network lifetime as the duration

from the network deployment to the time at which the first backbone node dies in

the network. The lifetime of a sensor network is expected to be high, indicating

the ability of an event to report over the SFR-backbones. In these experiments,

we have set the simulation parameters for varying sink speeds and different sizes

of networks, respectively, as similar as described in the corresponding Sections

3.12.3.1 and 3.12.3.2, to investigate the effects on network lifetime of the studied

state-of-the-art-works.

1. Network lifetime for varying sink speeds

The results, as illustrated in Fig. 3.31, show that the network lifetime in-

creases steadily with the sink speed up to 3ms−1 in all the studied protocols.

But for higher speeds of the sink, network lifetime decreases sharply due

to notifying the mobile-sink location more frequently to all other backbone

nodes, and thus it increases energy consumption than that of moderate sink

speeds. The network lifetime for all variants of SFR backbones is better than

those of Ring and HexDD routing strategies because of avoiding unnecessary

broadcasting for sink location updating through sensor nodes (in ring), or to

transmit data over only three principal diagonals (in HexDD) protocols.

Moreover, the improved Starfish routing backbones, e.g., iSFR-circular

and iSFR-elliptical, have higher network lifetime than its basic one, e.g.,
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Figure 3.30: Network lifetime for varying speeds of the mobile sink

bSFR-circular and bSFR-elliptical, due to significant reduction of energy

wastage from collisions and interferences near ring-canal of the network.

Furthermore, from the experimental results in Fig. 3.31, it is clearly ob-

served that elliptical ring-canal based SFR-backbone architectures, e.g.,

iSFR-elliptical and bSFR-elliptical, respectively outperform iSFR-circular

and bSFR-circular, due to optimally fitted ring-canal on the iSFR-elliptical

in the network.

2. Network lifetime for varying sizes of networks

The graphs of Fig. 3.32 depict that the network lifetime steadily decreases in

all the studied protocols, e.g., HexDD and Ring, with increasing size of net-

works. This happens because more hops are required to deliver data packets

for a larger network, and thus backbone nodes on the ring- and radial-canals
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Figure 3.31: Network lifetime for varying sizes of networks

consume more energy than that of smaller networks.

Moreover, the improved Starfish routing backbones, e.g., iSFR-circular

and iSFR-elliptical, have higher network lifetime than its basic one, e.g.,

bSFR-circular and bSFR-elliptical, for the similar reasons as discussed above.

Furthermore, from the experimental results in Fig. 3.32, it is clearly observed

that the iSFR-elliptical backbone outperforms iSFR-circular, bSFR-circular,

and bSFR-elliptical because of optimal size of the ring-canal in the network.

3.12.3.4 Effects on standard deviation of residual energy

In the previous section, we studied network lifetime performances. What the key

influences of the Starfish routing backbones are to improve the lifetime of sensor

networks are further investigated in this section. It is noteworthy to state that the
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Figure 3.32: Standard deviation of residual energy for varying speeds of the sink

SFR architectures distribute backbone nodes over the ring-canal and radial-canals

to ensure uniform energy consumption throughout the network. This is why we

investigated the standard deviation of residual energy of backbone nodes while it

is encountered the first backbone node is dead.

In these experiments, we have set the simulation parameters for varying sink

speeds and different sizes of networks, respectively, as similar as described in the

corresponding Section 3.12.3.1, and Section 3.12.3.2, to investigate the effects on

standard deviation of sensor’s residual energy of the studied state-of-the-art-works.

1. Sensor’s energy-deviation for varying sink speeds

The standard deviation of residual energy, as shown in Fig. 3.33, is decreased
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for all the studied backbone strategies while the sink speed is around 3ms−1.

It happens due to the fact that the sink mobility significantly reduces long-

distance packet transmission or minimizes the average hop distance of the

packets. However, the deviations start to increase when the sink speed ex-

ceeds 3ms−1 due to notifying the mobile-sink location more frequently to all

other backbone node or excessive energy consumption for propagating extra

messages to retrace the mobile sink.

In the results, we find that the standard deviations of residual energy for

all variants of Starfish routing (SFR) backbones are the lowest comparing

to HexDD [39] and Ring [40] strategies. This is caused due to distributing

routing loads to many backbone nodes, e.g., ring-canal and radial-canals,

in all variants of SFR architectures. It implies that energy consumption is

rationally distributed among the nodes throughout the network. This opera-

tional philosophy influences achieving the lowest energy deviations of sensors

(specially backbone nodes) for all variants of SFR architectures. Besides,

sink mobility provides globally less energy consumption, and thus it has a

great impact to increase network lifetime for Starfish routing backbones, as

described in Section. 3.12.3.3.

Moreover, for the improved Starfish routing backbones, e.g., iSFR-circular

and iSFR-elliptical, standard deviations of residual energy is lower than basic

Starfish routing backbones, e.g., bSFR-circular and bSFR-elliptical. This

performance proves the significant benefits of iSFR backbone architecture

over bSFR ones due to preventing convergence of all radial-canals to the

centra ring-canal.

Furthermore, it is noteworthy that the energy-deviation of iSFR-elliptical
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architecture outperforms that of iSFR-circular and bSFRs because of devel-

oping an optimal elliptical ring-canal in the network. These experimental

results strengthen the formation of the iSFR-elliptical backbone in sensor

networks to extend network lifetime through balanced energy consumption.

2. Sensor’s energy-deviation for varying sizes of networks

The standard deviations of residual energy is increased linearly for all the

studied backbone strategies, e.g., Ring and HexDD, with increasing size of

networks, as shown in Fig. 3.34. This happens due to increasing energy

expenditure for longer hop distances between the source to the sink. Besides,

it is noticed that all variants of the Starfish routing backbone exhibit lower

standard deviations of residual energy compared to the state-of-the-art works

because of balanced energy consumption throughout the network. This proves

the scalability of Starfish routing backbones to enhance network lifetime for

very large sensor networks.

In the case of the improved Starfish routing backbones, e.g., iSFR-circular

and iSFR-elliptical, standard deviations of residual energy is lower than basic

Starfish routing backbones, e.g., bSFR-circular and bSFR-elliptical. This per-

formance proves the significant benefits of iSFR over bSFR due to avoiding

the convergence of radial-canals to the ring-canal on SFR architectures. Fur-

thermore, it has already been discussed that the elliptical ring-canal-based

SFR architectures outperform all studied protocols because of forming an

optimal elliptical ring-canal in the network. The lowest standard deviations

of residual energy of the iSFR-elliptical show its strength to significant im-

provement of network lifetime.
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Figure 3.33: Standard deviation of residual energy for varying sizes of networks

These experimental results substantiate the efficiency of Starfish routing back-

bone over HexDD and Ring backbones to achieve extended network lifetime through

minimizing energy-deviations in the network.

3.12.3.5 Impacts of varying sizes of ring-canal

We evaluated the performances of the proposed bSFR-circular routing backbone

for varying sizes of control variable, ϕ, to investigate the impact of increasing

sizes of ring-canal on network performances and lifetime performances. In this

experiment, we varied the value of ϕ from 0.1 - 3.0, and the network area was fixed

at 700× 525 m2 [110], [114].

The results, as shown in Fig. 3.34, depict that average throughput increases

with the growing values of ϕ. But for higher values of ϕ, while it is around the
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Figure 3.34: Impacts of varying values of ring-canal control variable, ϕ

optimal value of ϕ, average throughput decreases monotonically.

From the simulation results, we also investigated average end-to-end data de-

livery delay. In Fig. 3.34, initially, end-to-end delay decreases around the optimal

value of ϕ, and, later, it starts increasing steadily for larger value of ϕ greater than

the optimal value of ϕ.

On the other hand, the network lifetime also increases with the rising values of

ϕ. But for higher values of ϕ, while it is near to the optimal value of ϕ, network

lifetime decreases monotonically.

Finally, from these experimental results for varying sizes of ring-canal, it is

clearly observed that the optimal size of the ring-canal in a network has significant

impact on network performances as well as network performances. The results

prove the strength of the optimization model to determine the optimal values of

the control value ϕ for a given network.
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3.13 Summary

In this chapter, we have developed the Starfish (SFR) routing backbone for sensor

network that can minimize the end-to-end data delivery delay and extend network

throughput and lifetime. The distributed backbone-nodes over ring- and radial-

canals on the Starfish routing backbone significantly contribute to increase the

network performances as well as network lifetime. Moreover, the dynamic scalabil-

ity of the ring-canal size and the number of radial-canals is maintained based on

the transmission range of sensor nodes and the size of network area. The above

key characteristics of the Starfish routing backbone significantly outperform the

state-of-the-art works.

The experimental results, as summarized in the Table 3.7, presented the perfor-

mance improvements of the proposed SFR backbone over the state-of-the-art works
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Table 3.7: Performance improvements of the proposed SFR backbone over the

state-of-the-art works

Ring [40] HexDD [39]

Control variable Area Speed Area Speed

Data throughput +15.68 % +17.28 % +11.82 % +12.94 %

Packet delivery ratio +5.21 % +6.23 % +3.68 % +4.79 %

End-to-end delay -33.20 % -32.08 % -28.37 % -26.96 %

Operational overhead -55.75 % -59.58 % -52.34 % -55.38 %

Network lifetime +12.05 % +11.13 % +11.17 % +10.31 %

Stdev. of residual energy -51.71 % -50.62 % -47.71 % -46.31 %

(e.g., Ring and HexDD routing strategies) based on the evaluation metrics for vary-

ing size of networks and sink speeds. These results substantiate the efficiency of

Starfish routing backbone over state-of-the-art works.
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Chapter 4
Maximizing Lifetime of Starfish

Routing Backbone

In this chapter, we formulate an optimization framework for maximizing lifetime

of an obstructed sensor network containing Starfish routing (SFR) backbone along

with necessary theoretical proofs and experimental results.

4.1 Introduction

In this era of Industry 4.0 [10], [11], sensor networks play important roles in col-

lecting data from wide-range of real-time applications, including industrial process

monitoring, nuclear power plant monitoring [2], precision agriculture, smart grid

[3], big-data gathering, e-health [15], etc. In the upcoming years, the sensed data

will lead to developing embedded intelligent systems for most industrial and do-

mestic applications [113], [124], [125]. The efficiency of these real-time applications

highly depends on delivering data within the bounded delay deadline and minimiz-

ing end-to-end data delivery delay. Consequently, sensor networks inherently focus

on efficient data routing so that energy consumption is minimized and network

lifetime is maximized. In mobile-sink based sensor networks, the sink typically col-

127
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lects data traveling across the network, and this technique has already been proven

not only to enhance the network lifetime but also to minimize average end-to-end

data collection latency to a great extent compared to its static counterpart [26],

[27]. However, still, there is room to optimize the network lifetime further while

maintaining delay deadlines for real-time applications.

The problem of maximizing the lifetime of sensor networks has been well stud-

ied in the literature [92], [103]. The primitive strategies follow optimal coverage

and connectivity [104], opportunistic transmission schemes, dynamic beam-forming

[105] [106], etc. Further improvement of network lifetime is achieved through greedy

energy-efficient routing, clustering techniques, and machine learning approaches

[107], etc. Though the strategies can achieve an extended network lifetime, they

lack delay deadlines for real-time applications. In the literature works, data col-

lection strategies using a mobile sink are broadly grouped into two categories:

direct-contact based and rendezvous-node based. In the former strategy [18], [19],

[28], the mobile sink periodically travels to all source sensor nodes and collects

sensed data directly from them. Even though this strategy can completely avoid

message-relay overheads and increase network lifetime, the strategy sacrifices ap-

plication delay-deadline. Therefore, it’s not suitable for real-time data collection

applications. Moreover, it increases the traveling path length for the mobile sink,

causing higher data delivery latency.

On the other hand, in rendezvous-node based data collection strategy [29], [30],

[31], a mobile sink only visits and collects data from a few rendezvous nodes over

a designated tree-like backbone [90], cluster-heads [91], [93] or routing-backbones

(e.g., Fish-bone [41], Honeycomb [83], etc.), instead of visiting all sensor nodes in

the network. However, both strategies have considered the random sink mobility
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model rather than finding an efficient data collection scheduling based on data

arrival rate, sojourn duration at rendezvous nodes, etc.

Moreover, exhaustive visits through all rendezvous nodes on cluster-heads or

backbone nodes also become infeasible for real-time applications due to violation

of application delay-deadline. Thus, the problem of determining an optimal set

of rendezvous nodes together with sojourn duration at each of them aiming to

maximize network lifetime for a time-constraint application is still challenging.

Moreover, the presence of obstacles in the network and heterogeneous data gener-

ation rates of sensor nodes, a data collection strategy that might further enhance

network performances and lifetime of the network, has not yet been well-explored

in the literature. Therefore, it necessitates developing a data collection scheduling

for a real-time application in an obstructed network aiming to maximize network

lifetime. It is noteworthy that an obstructed network may contain a building, tree,

pond, lake, forest, mountain, etc. For this reason, we concentrate on exploring

efficient data collection scheduling to maximize network lifetime, ensuring uniform

energy consumption throughout the network for a real-time application.

In this Chapter, we develop a novel data collection scheduling, namely Starfish,

for a mobile sink in an obstructed sensor network adopting a Starfish routing (SFR)

backbone that spreads backbone nodes throughout the network to achieve single-

hop accessibility from any source node. The proposed a Starfish data collection

schedule addresses the problem of determining an optimal set of backbone nodes

over the SFR backbone, together with corresponding sojourn durations to maxi-

mize network lifetime. This mechanism is also driven by time-constraints of un-

derlying applications and data generation rates around the backbone nodes. The

key contributions of this work are summarized as follows:
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� We formulate the problem of maximizing the lifetime of an obstructed net-

work as a mixed-integer linear programming (MILP) that finds an optimal

set of rendezvous nodes along with corresponding sojourn durations.

� The proposed Starfish data collection schedule of a mobile sink maintains

applications requirements on end-to-end data delivery delay.

� It also guarantees loop-free travel-scheduling among the rendezvous nodes,

ensuring balanced energy consumption as well as reduced data delivery delay.

� An experimental analysis, performed in network simulator (e.g., NS-2) [48],

shows significant performance improvements on network lifetime, end-to-end

delay, data throughput over the state-of-the-art works.

Fig. 4.1 presents the major phases Starfish data collection scheduling to maxi-

mize network lifetime throughout the Chapter. The chapter is organized as follows.

In Section 4.2, we focus on the issues that are to be addressed to maximize the net-

work lifetime. Then, we discuss the network model in an obstructed environment,

assumptions, energy model, etc., in Section 4.3. After that, we develop lifetime

maximization franework through the proposed Starfish data collection scheduling

of a mobile sink in the obstructed network in Section 4.4. The Section 4.5 dis-

cusses on the performance evaluation results, and finally, we conclude the Chapter

in Section 4.6.

4.2 Problem Statement

The problem of maximizing the lifetime of sensor networks for a time-constraint

application is still challenging. Moreover, the presence of obstacles in the network
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Figure 4.1: Block diagram of the Starfish Scheduling to maximize network lifetime

and heterogeneous data generation rates of sensor nodes become more complicated

to maximize network lifetime. In such a network environment, this is crying neces-

sity to develop an efficient data collection scheduling for a real-time application to

extend network lifetime. The key factors to maximize network lifetime are to en-

sure uniform energy consumption and sink’s data collection schedule jointly based

on data generation rates throughout the network. Therefore, we maintain uniform

energy consumption throughout the network by adopting Starfish routing back-

bone with an elliptical ring-canal (iSFR-elliptical), as developed in Chapter 3, in

an obstructed network.

Therefore, we determine an optimal set of rendezvous nodes and corresponding

sojourn durations to maximize network lifetime. This mechanism is also driven by
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the time constraints of underlying applications and data generation rates around

the backbone nodes. In other words, the network lifetime maximization problem is

translated as maximizing sojourn durations over an optimal set of sojourn locations

in the network, maintaining the application’s delay-deadline, data generation rates,

and sensor’s residual energy. In the subsequent sections, we discuss network model

followed by Starfsih data collection scheduling with a mobile sink.

4.3 Network Model and Assumptions

This section introduces the network model of an obstructed sensor network of

2a× 2b m2 (a ≥ b) area with network-center at (u, v), as shown in Fig. 4.2. Here,

obstacle means a bounded area in a sensor network across which a mobile sink

cannot travel (e.g., forest, ponds, hills, mountains, etc.). The network contains a

mobile sink (acts as a central controller) that travels throughout the network to

collect sensed data from nodes. We assume, N is the set of stationary sensor nodes

in the network, each having initial residual energy ε0, and transmission range r

(0 < r < b). Since connectivity among sensor nodes and mobile sink needs to be

guaranteed to receive all sensed data for future processing, we have adopted one of

the SFR vatiants, namely iSFR-elliptical backbone in the obstructed network that

is discussed in brief as follows.

4.3.1 iSFR-elliptical backbone in an obstructed network

The detailed construction procedures of the improved Starfish routing backbone

with an elliptical ring-canal (iSFR-elliptical) is discussed in the previous Chapter

3. We recall that the iSFR-elliptical backbone consists of ring-canal nodes (Z) and
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Source node Radial-canal node (B) Ring-canal node (R)

(u,v)

Obstacle 

Figure 4.2: Network model and SFR backbone in an obstructed-network

radial-canal nodes (B). The ring-canal nodes (e.g., Z ⊂ N) are selected every r

distance interval over optimal elliptical ring-canal. In the case of radial-canals, at

first, a few designated nodes are chosen every 2r distance away along principal-axes.

Then the radial-canals are prolonged toward the edge of the network parallel to

both principal-diagonals. Finally, the radial-canal nodes (e.g., B ⊂ N) are selected

over principal axes, principal diagonals, and all radial-canals approximately every

r distance away; and thereafter these nodes are connected to construct the iSFR-

elliptical backbone. Since the network model contains obstacles in the network,

the central controller selects backbone nodes for both ring-canal and radial-canal

surrounding the obstacle following the obstacle-detection strategy, as described in

[23].
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Table 4.1: Notations for the Starfish data collection scheduling

Symbols Descriptions

2a× 2b Network area

N Set of all sensor nodes

r Transmission range of a sensor node

R Optimal radius of the ring-canal

T Minimum value of application delay-deadline

C Set of cycles be completed by mobile sink

Dc The worst-case end-to-end delay of a packet in a cycle c

σc
m Data arrival rate at sojourn location m in cycle c

Sc
m Sojourn duration at m in a cycle c

B Set of nodes on radial-canal

Z Set of nodes on the ring-canal

Rc Power set on ring-canal nodes Z during cycle c

Mc
n Set of optimally selected sojourn locations during cycle c

ε0m Initial residual energy of a node

ecm Total energy required at m in cycle c

E Energy expenditure to transmit one bit of data

Ẽ Energy expenditure to receive one bit of data

qcm Bit-length of a packet at m in cycle c

Ac Set of sink’s traveling-arcs in cycle c

f c
lm A variable determining sink from l to m at cycle c

hc
m A variable determining sink’s sojourn at m in a cycle c

δ The expected end-to-end delay per hop for a packet

Hc Hop-distance for a packet in a cycle c

ρz
c

Hc Inter-hop transition probability of a packet
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4.3.2 Energy model

In this work, we consider the classic energy consumption model for a sensor node,

as described in [59] [101]. Since most of the energy is dissipated during transmitting

and receiving states of a node, the energy consumption for transmission (E) and

reception (Ẽ) for l-bit message over a distance d is measured as follows.

E(l, d) = Etransmit(l, d) =

lξelec + lξfsd
2 if d < d0

lξelec + lξampd
4 if d ≥ d0

(4.1)

Ẽ(l) = Ereceive(l) = lξelec (4.2)

In the equations, ξelec, ξfs, and ξamp represent energy dissipated by the electronic

circuit, required power for amplification in free space, and for multipath attenuation

model, respectively. The electronics energy depends on the factors such as digital

coding, modulation, etc. If the transmission distance d is less than the threshold

value d0, as considered a boundary value between free space and multipath, the

power amplification loss adopts as a free space model. On the other hand, if

the transmission distance is greater than or equal to the threshold value d0, the

multipath attenuation model is adopted.

The details of the proposed optimal data collection scheduling, namely Starfish

data collection scheduling, are explained to maximize network lifetime and improve

data collection efficiency in Section 4.4. The symbols and notations are summarized

in Table 4.1.
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4.4 Starfish Data Collection Scheduling

In this section, we develop an optimal data collection scheduling of a mobile sink

so that lifetime of a sensor network can be maximized while maintaining appli-

cation delay-deadline. In the network, a mobile sink visits any set element of Rc

in each cycle c ∈ C, where Rc denotes the power set on Z (i.e.,Rc = P (Z)), and

C = {0, 1, 2, . . . }. This choice is motivated by the fact that data collection over the

optimal size of elliptical-canal of iSFR-elliptical backbone offers minimum energy

expenditure in the network, as explained Chapter 3. Moreover, the computational

complexity of finding optimal sojourn locations over the elliptical ring-canal nodes

would be less compared to that when all nodes are explored. The following sub-

sections describe the Starfish data collection scheduling in detail.

4.4.1 Optimal data collection scheduling to maximize life-

time

In the proposed scheduling, we assume, a mobile sink sojourns (or halts) at sojourn

location m ∈ Mc
n and Mc

n ∈ Rc for a duration of Sc
m in a cycle c, where n =

{1, 2, . . . , |Rc| − 1}. Since the network contains obstacles among nodes, arc set is

defined as follows, Ac = {(l,m) : f c
lm = 1}, where f c

lm = 1 indicates that there

exists a traveling path avoiding obstacles between sojourn locations l ∈ Mc
n and

m ∈ Mc
n in a cycle c ∈ C; 0 otherwise. The sojourn duration of the mobile sink

at a rendezvous node in a particular cycle depends on the data arrival rate. Here,

sojourn locations are those that are optimally selected among rendezvous nodes in

a cycle. We assume σc
m and Sc

m are, respectively, the data arrival rate, and the

sojourn duration at corresponding location m ∈ Mc
n in a cycle c ∈ C. The sojourn
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duration Sc
m is measured as follows,

Sc
m =

σc
m∑

j∈Z σ
c
j

× Dc, ∀c ∈ C,∀m ∈ Mc
n (4.3)

where Dc is the worst-case end-to-end data collection latency from the farthest

source node of the network to the mobile sink for any cycle c. Since the cen-

tral controller is aware of both data arrival rate at each rendezvous node on the

ring-canal and sink travels around the preformed ring-canal, it can determine the

worst-case end-to-end delay Dc for a network instance [110]. To support real-time

applications, the worst-case end-to-end delay Dc for a cycle cannot exceed the

minimum value of application delay-deadline T (i.e., Dc ≤ T ).

Now, we assume εcm be the residual energy of a rendezvous node m ∈ Mc
n at

a particular cycle c ∈ C. While routing data, a node requires energy E and Ẽ

for transmitting and receiving each bit, respectively. Therefore, the total energy

required by a rendezvous node m ∈ Mc
n during sojourn period Sc

m can be computed

as,

ecm = Sc
m · σc

m · qcm · (E + Ẽ), ∀m, ∀c, (4.4)

where qcm is the bit-length of a packet. While selecting a sojourn location m ∈ Mc
n

in a cycle c, its residual energy εcm must be greater than the required energy ecm.

At the end of a cycle, the residual energy of a rendezvous node is updated as,

εc+1
m = εcm − ecm. At the initial cycle, i.e., c = 0, ε0m is considered as the initial

residual energy and energy expenditure, e0m = 0.

The key objective of the proposed Starfish data collection scheduling is to

maximize network lifetime that is translated as maximizing sojourn duration

over the optimal set of rendezvous nodes of the Starfish routing backbone. A

rendezvous node is interpreted as a sojourn location when the mobile sink halts
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for a certain duration to collect data. We maximize total duration to maximize

the network lifetime since the sink’s data collection lasts until the network is dead.

The objective function and the constraints of the mixed-integer linear program

(MILP) are formulated as follows.

Maximize :

L = argmax
Mc

n∈Rc

∑
∀c∈C

∑
∀m∈Mc

n

Sc
m, (4.5)

subject to,

ecm < εcm, ∀c ∈ C, ∀m ∈ Mc
n (4.6)

∑
m∈Mc

n

ecmh
c
m/S

c
m <

∑
m∈M̃c

n

ecmh
c
m/S

c
m,∀c,∀M̃c

n (4.7)

hc
m ∈ {0, 1}, ∀c ∈ C (4.8)

Dc ≤ T, ∀c ∈ C (4.9)

Pc(j
k
;m) = True, ∀j ∈ Z ∪ B, ∃k ∈ Z ∪ B ∪ ∅,

∃m ∈ Mc
n,∀c ∈ C

(4.10)

wc
l − wc

m + |Mc
n| · f c

lm ≤ |Mc
n| − 1, ∀(l,m) ∈ Ac,

∀c ∈ C
(4.11)

0 ≤ wc
l < wc

m, ∀c ∈ C (4.12)
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f c
lm ∈ {0, 1}, ∀c ∈ C (4.13)

Here, Eq. (4.5) is the objective function, and Eq. (4.6) - Eq. (4.13) are the

constraints. The objective function schedules the mobile sink so that it can

maximize network lifetime L, which is translated as finding out optimal sets of

rendezvous nodes Mc
n to maximize sojourn durations for allowable cycle c ∈ C. In

the objective function, sojourn duration Sc
m is related to the data arrival rate at

that location in a cycle c that is measured following Eq. (4.3).

We formulate the network lifetime maximization problem in the MILP frame-

work in such a way that the mobile sink persistently travels over sojurn locations

until the residual energy of the corresponding backbone node is exhausted. The

energy constraint in Eq. (4.6) finds candidate RNs on the ring-canal to be se-

lected as a sojourn location, if and only if energy expenditure ecm in a cycle c is less

than the remaining residual energy εcm of the node. At the end of a cycle, residual

energy of RNs is updated as εc+1
m = εcm − ecm in order to discover its feasibility to

be a sojourn location in the next cycle.

The energy efficiency constraint in Eq. (4.7) helps us to single out all the

alternative paths that are not as energy-efficient as the selected one Mc
n in a cy-

cle. In Eq. (4.7), the set of all alternative paths M̃c
n ∈ R̃c and R̃c = {Rc \ Mc}.

Both constraints in Eq. (4.6) and Eq. (4.7) force to select a set of energy-efficient

rendezvous nodes as sojourn locations for a cycle c so that energy consumption

is minimized per unit time. Moreover, as there exists at least one energy-efficient

path during data collection for each cycle, the lifetime of the network is maximized

for all completed cycles. Eq. (4.8) defines a binary variable hc
m that determines

whether the mobile sink sojourns at m in a cycle c or not. Therefore, the con-

straints in Eq. (4.6) - Eq. (4.8) jointly select Mc
n among ring-canal nodes in the
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network.

The quality of service (QoS) constraint in Eq. (4.9) ensures that the worst-

case end-to-end delay Dc for a cycle cannot exceed the minimum value of appli-

cation delay-deadline T . The worst-case end-to-end delay Dc is bounded by hop-

distance Hc
min ≤ Hc ≤ Hc

max that is estimated using Lemma 3 in the light of

detailed analysis stated in Section 3.11. This QoS constraint guarantees the effec-

tiveness of the data collection schedule for a real-time application in the network.

The connectivity constraint in Eq. (4.10) ensures that there exists at least

one path from any backbone node j ∈ Z ∪ B to a sojourn location m ∈ Mc
n,

either directly or via a forwarding backbone node k ∈ Z ∪ B. Since there exists a

Starfish routing backbone in the network and it guarantees single-hop connectivity

of at least one backbone node from any source node, the connectivity constraint in

Eq. (4.10) holds until the network is dead.

In the network, the mobile sink travels to the selected sojourn locations over

the elliptical-canal nodes, where sub-loop nodes may exist due to the presence

of obstacles. Therefore, the sub-tour prevention constraints in Eq. (4.11) and

Eq. (4.12) jointly determine the order of visiting sojourn locations and ensure that

no sub-tour would be formed among the sojourn locations.

At last, f c
lm in Eq. (4.13) represents a binary variable, used in Eq. (4.11), that

determines whether the mobile sink travels from sojourn location l to m among

backbone nodes during path selection. Therefore, if f c
lm = 1, then wc

l < wc
m.

Since each sojourn location m ∈ Mc
n is associated with a weight wc

m > 0 and an

increasing weight (i.e., wc
l < wc

m) is maintained for each visiting sojourn location,

it inherently prevents forming any sub-loop of a path for the mobile sink during

traveling sojourn locations.
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Finally, the formulation maximizes sojourn duration over the optimal set of

sojourn locations for a maximum number of cycles until the residual energy of

iSFR-elliptical backbone nodes is exhausted. This inherently helps to achieve an

extended network lifetime during data collection in the network.

4.4.2 Features of the proposed scheduling

In this subsection, we explain different characteristics of the proposed Starfish

schedule. We analyze the worst-case end-to-end data delivery delay using Lemma

3, and Lemma 4, in the light of end-to-end delay analysis formulated in the Sec-

tion 3.11. Since the network may contain sub-cycle nodes on the ring-canal due

to the presence of obstacles, the proposed Starfish scheduling could be inefficient if

the mobile sink travels over sub-cycles. Therefore, we present Lemma 5 to prove

that the MILP model avoids sub-loop among the sojourn locations for any cycle c.

Finally, Lemma 6 proves that the selected set of sojourn locations Mc
n for a cycle

c over the iSFR-elliptical backbone is optimally selected.

Lemma 3. For a given network 2a × 2b (a ≥ b > r) containing a SFR-circular

backbone and sensor nodes with transmission range r, the extreme hop-distance Hc

is bounded by ⌈(b−R)/r⌉ ≤ Hc ≤ ⌈(
√
a2 + b2 +R(π − 1))/r⌉ for a data packet.

Proof. In the network, the minimum hop distance of a packet to the ring-canal

typically exists along the minor axes. Thus, the minimum hop distance is bounded

by Hc
min = ⌈(b − R)/r⌉, since b ≤ a. Accordingly, the maximum hop distance

from the farthest node (e.g., the corner node of the network) to the mobile sink is

typically bounded by two reference distances, e.g., corner node to the ring-canal

node, and then to the farthest opposite node around the ring-canal. The longest

distance from the corner node to the ring-canal lies along the principal diagonal
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that is approximated around
√
a2 + b2−R. Meanwhile, since the sink visits around

the ring-canal, the longest traveling path to the farthest opposite node is estimated

as half-perimeter of the ring-canal, i.e., πR. Therefore, the maximum hop-distance

Hc
max is estimated as

√
a2 + b2 −R+ πR, and thus the extreme hop-distance for a

packet is bounded by ⌈(b−R)/r⌉ ≤ Hc ≤ ⌈(
√
a2 + b2 +R(π − 1))/r⌉, and hereby,

Lemma 3 is proved.

Lemma 4. Given that δ is the expected end-to-end data delivery delay of a packet

for one hop (including medium access, processing, queuing delay, propagation,

transmission, retransmission) in a network, then the worst-case end-to-end data

delivery delay Dc = δc ×Hc
max for a packet traveling Hc

max hop in a cycle c ∈ C.

Proof. Since the network contains obstacles, the end-to-end delay (i.e., δ) of a

packet greatly depends on both hop-distance from the source node to the mobile

sink and the number of retransmission(s) at each hop.

To prove the Lemma 4, in the light of Section refsec:ch3theorymodel, we assume

ρz
c

Hc be the inter-hop transition probability of a packet in a Markov chain model for

a cycle c, where hop Hc ∈ {1, 2, . . . , Hmax} and retransmission attempt per hop till

success zc ∈ {0, 1, 2, . . . , ϕ}. Therefore, the expected retransmission attempt for a

packet is expressed as zc =
∑ϕ

zc=0 z
cρz

c

Hc , and the expected delay is expressed as

δc = δ zc for a packet.

Finally, the average end-to-end data delivery delay for a data packet traveling

maximum Hc
max hops is expressed as Dc = δ

c×Hc
max, which is bounded by extreme

hop-distance Hc, as computed in Lemma 4, and thus it is proved.

Lemma 5. Given that wc
l ≤ wc

m, as stated in Eq. (4.12), the optimal data collection

scheduling of a mobile sink in the Starfish routing backbone is sub-cycle free for

l,m ∈ Mc
n and c ∈ C.
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Proof. Suppose, for the sake of contradiction, the hypothesis is not true. Then

there exists the constraint wc
l ≤ wc

m for which there is a sub-cycle between sojourn

locations such that Mc
n = {l, l2, l3, . . . ,m, l} in a cycle c.

According to the constraint in Eq. (4.11) of the MILP formulation, the mobile

sink travels from l to l2 that follows wc
l ≤ wc

l2
. Similarly, for the sub-cycle through

{l, l2, l3, . . . ,m, l}, it also maintains wc
l ≤ wc

l2
≤ wc

l3
≤ wc

m ≤ wc
l .

Now, as on hypothesis, since the mobile sink also travels fromm to l maintaining

wc
m−wc

l + |Mc
n| ·f c

ml ≤ |Mc
n|−1, that gives wc

m ≤ wc
l −1. However, this contradicts

the given fact wc
l ≤ wc

m. Since we have arrived at a contradiction, our original

supposition that there exists a sub-cycle between sojourn locations l and m in a

cycle c could not be true.

Thus, the optimal data collection scheduling by mobile sink over the Starfish

routing backbone is sub-cycle free for a particular cycle c, and hereby the Lemma

5 is proved.

Lemma 6. Given that ∀c ∀M̃c
n

∑
m∈Mc

n
ecmh

c
m/S

c
m <

∑
m∈M̃c

n
ecmh

c
m/S

c
m, as stated

in Eq. (4.7), the selected set Mc
n ∈ Rc of sojourn locations for a cycle c over the

Starfish routing backbone is optimal.

Proof. Suppose, for the sake of contradiction, the hypothesis is not true. Then

there exists an M̃′c
n ̸= Mc

n that maximizes the sojourn duration Sc
m.

According to the MILP formulation, the key philosophy of energy efficiency

constraint in Eq. (4.7) is to single out a set Mc
n from Rc.

Now, as on hypothesis, for the selected set M̃′c
n of rendezvous nodes for a cycle

c, it maintains
∑

m∈M̃′c
n∈R̃c

n
ecmh

c
m/S

c
m <

∑
m∈Mc

n
ecmh

c
m/S

c
m. However, this inequality

contradicts according to the constraint in Eq. (4.7) to achieve maximum sojourn

duration Sc
m for a particular cycle c simultaneously with Mc

n, since M̃′c
n ̸= Mc

n and
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M̃′c
n ∈ M̃c

n ∈ R̃c = {Rc\Mc
n}. Hence we have arrived at a contradiction, our original

supposition that the selected set M̃′c
n of rendezvous nodes is optimal in a cycle c

could not be true simultaneously with any other alternative set of rendezvous nodes.

Therefore, the selected set Mc
n ∈ Rc of rendezvous nodes for a cycle c over the

Starfish routing backbone is optimal, and consequently, it is true for all cycle c ∈ C,

and hereby the Lemma 6 is proved.

Now, the data forwarding policy and an illustrative example of the proposed

real-time data collection to maximize network lifetime are presented in the following

sections, 4.4.3, and 4.4.4, respectively.

4.4.3 Data forwarding policy

After selection of an optimal set of sojourn locations following the above MILP

framework, the mobile sink (or a central controller) notifies all nodes both the

selected sojourn locations m ∈ Mc
n and corresponding sojourn duration Sc

m at the

beginning of each cycle c ∈ C. Since the network runs real-time applications, it

follows a continuous forwarding policy to send data to the mobile sink over ring-

canal and radial-canal nodes of the Starfish routing backbone.

The key philosophy of the continuous forwarding policy employed by backbone

nodes is to send data to the mobile sink immediately. If a source node senses data

within the transmission range of a ring-canal node, it immediately forwards data

to the nearest ring-canal node. Afterward, the ring-canal node takes responsibility

to send data to the mobile sink. If any source node is out of transmission range of

the ring-canal, it transmits data to the nearest radial-canal node; then, the node

immediately forwards data to the closest ring-canal node. As soon as a ring-canal

node collects data from the source nodes, or radial-canal nodes, or neighbor nodes,
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Figure 4.3: Data forwarding in obstructed network environment

it instantly forwards data over backbone nodes to the current sojourn location

m ∈ Mc
n of the mobile sink for a cycle c. Here, we consider the shortest rout-

ing path in the network that is implemented in [110]. When a ring-canal node

runs out of energy, it migrates the role to neighboring node(s), maintaining the

circular property of the ring-canal. This continuous data forwarding policy mini-

mizes end-to-end delay significantly, even in an obstructed network environment.

The simulation results prove the efficiency of the proposed Starfish scheduling to

maximize network lifetime that are explained in Section 4.5.

4.4.4 An illustrative example

We consider a set of rendezvous nodes {A,B,C, . . . , H} on the ring-canal, as shown

in Fig. 4.3. Due to the presence of obstacles in the network, the mobile sink cannot

travel to every rendezvous node from any of those. Table 4.2 shows the traveling

route matrix of the mobile sink among the rendezvous nodes {A,B,C, . . . , H} in
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the presence of obstacles. When the mobile sink halts at a sojourn location A,

it can only travel either to C or H due to obstacles in the network. Similarly,

in the case of halting at B, it can travel only to {D,F,H}. Now, the key phi-

losophy of the proposed Starfish data collection scheduling is to determine the

optimal set of sojourn locations based on data arrival rates, energy expenditures

at corresponding rendezvous nodes so that the mobile sink can travel through a

sub-loop free path. As an example, we consider the maximum delay-deadline of

real-time application is 250ms and data arrival rates at corresponding rendezvous

nodes {σc
A, σ

c
B, σ

c
C , . . . , σ

c
H} are tabulated in Table 4.3.

Table 4.2: Traveling route matrix for mobile sink

A B C D E F G H

A - 0 1 0 0 0 0 1

B 0 - 0 1 0 1 0 1

C 1 0 - 0 1 0 1 1

D 0 1 0 - 1 1 0 1

E 0 0 1 1 - 1 1 0

F 0 1 0 1 1 - 1 1

G 0 0 1 0 1 1 - 1

H 1 1 1 1 0 1 1 -

According to the proposed Starfish scheduling, at first, the central controller

(or the sink) finds a set Rc as a power set on the ring-canal nodes Z. When the

MILP framework runs, the central controller selects the most energy-efficient set

of sojourn locations Mc
n for a cycle c to maximize sojourn duration. Meanwhile, it

computes energy expenditures over the sets of Rc based on available traveling paths
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Table 4.3: Data arrival rates (packet/sec) and set of sojourn locations

c σc
A σc

B σc
C σc

D σc
E σc

F σc
G σc

H Mc
n

1 40 7 20 10 30 13 35 17 {A,C,E,G}

2 10 35 16 40 10 45 8 50 {H,B,D,F}

3 40 10 30 50 20 12 45 13 {G,A,C,D}

4 50 10 20 40 12 45 20 38 {F,D,A,H}

of the mobile sink in the presence of obstacles and data arrival rates, as mentioned

in Table 4.2 and Table 4.3, respectively. In this example, Starfish scheduling finds

a set of sojourn locations M1
n = {A,C,E,G}, for c = 1, and then it determines

the sojourn duration at corresponding sojourn locations (using Eq. (4.3)). For an

efficient routing of data packets throughout the network, the central controller ac-

knowledges selected sojourn locations (m ∈ Mc
n) along with corresponding sojourn

duration {S1
A, S

1
C , S

1
E, S

1
G} before starting data collection.

Similarly, Starfish scheduling gets another set of sojourn locations M2
n =

{H,B,D, F} for the second cycle c = 2 satisfying the required constraints in

Eq. (4.6) - Eq. (4.13), and so on until the network is dead. The lifetime of the

network can be estimated when the central controller finds the maximum number

of cycles. As soon as the central controller determines the optimal set of sojourn

locations, it acknowledges the ring-canal nodes along with sojourn duration. After-

ward, each designated sojourn location broadcasts locally to the neighbors on the

radial-canal backbone nodes so as to forward their sensed data up to the sojourn

locations.

In continuous data forwarding policy, a source node immediately forwards

sensed data to the nearest ring-canal node directly (or via the radial-canal nodes).
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Since each ring-canal node (or rendezvous node) is aware of the data collection

schedule along with sojourn duration, it instantly forwards data to the mobile sink

via sojourn location m ∈ Mc
n. This data forwarding policy minimizes end-to-end

packet delivery delay significantly for real-time applications, even in an obstructed

network environment.

In the following section, we have carried out an exhaustive experimental analysis

to compare the proposed Starfish data collection scheduling with the state-of-the-

art works. The details of simulation results are discussed in Section 4.5.

4.5 Performance Evaluation

This section presents the performances of the proposed Starfish data collection

scheduling compared with recent works such as Viable Path-based scheduling

(VPS) [43] and Landmark-assisted scheduling (LAS) [44] in network simulator (e.g.,

NS-2) [48].

4.5.1 Setup environment

In the simulation setup, a WSN of 600 × 450m2 area is considered, where sensor

nodes are randomly deployed following uniform random distribution having node

density 0.002 per unit area. In the network, each sensor has a transmission range

90m, and initial energy of 6J . In the simulation, constant bit rate (CBR) traffic

is modeled while data are transmitted under UDP protocol, 512 bytes of each

data packet is transmitted over 512 Kbps of channel bandwidth. The values of

simulation parameters in a network environment are listed in Table 4.4.
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Table 4.4: Simulation parameters for Starfish-schedule studies

Parameters Values

Network area 600× 450 m2

Deployment type Uniform random

Node density 0.002m−2

Transmission range 90 m

MAC WirelessPhy/802.15.4

Size of data packet 512 Bytes

Channel bandwidth 512 Kbps

Application type Event-driven

Initial node energy 6J

Tx power 0.023W

Rx power 0.018W

Idle power 0.037mW

Sleeping power 0.003mW

d0 70m

Simulation time 1000s

4.5.2 Evaluation metrics

The following six evaluation metrics [110] have been used to gauge the performances

of the studied data collection scheduling systems.

� Network lifetime is calculated from the deployment time of the network to

the time at which a backbone node dies and becomes unreachable from neigh-

boring source or backbone nodes in the network. We consider it assuming
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that when it takes considerably long time to die a backbone node, the same

phenomena will be repeated for the rest of the backbone. The lifetime of a

sensor network is expected to be high, indicating the ability of an event to

report over the SFR-backbones during the simulation period.

� Standard deviation of residual energy refers to the distribution of backbone

nodes’ residual energy when the lifetime of a network is exhausted. This

measure is expected to be the smallest so that energy consumption among

the backbone nodes is balanced to enhance network lifetime.

� Data throughput refers to the average data rate of successful data that is

received by the mobile sink. The higher value of throughput is expected for

better network performance.

� Packet delivery ratio (PDR) refers to the ratio between the number of data

packets successfully delivered to the mobile sink and the number of packets

generated by the source node within a certain application delay deadline.

The higher value of PDR represents the reliability of the data routing over

the backbone nodes.

� Average end-to-end (e2e) packet delivery delay refers to the difference in time

delay from generation time of a packet to its reception time. The lower

value of e2e packet delivery delay indicates the effectiveness of data collection

scheduling for real-time applications.

� Operational overhead refers to the ratio of network control bytes exchanged

to the data bytes received by the mobile sink during experimental evaluation.

Performance is better when the operational overhead is lower.
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4.5.3 Experimental results

We performed 50 times of simulation experiments with different randomly gener-

ated seed values, and the average result is plotted for each data point in the graph.

In the network, if there is no direct, line-of-sight path between the transmitter and

the receiver due to obstacles, data propagation is bounced off objects, and it causes

multipath fading with path loss exponent value of 2-4. However, the simulation

trace file data depicted that the average value of the path loss exponent used by

the transmitters during the experiments was 2.8. We considered 250 ms for the

maximum delay-deadline of application and events in the simulation experiments

randomly at 30 different locations. Table 4.5 provides events with corresponding

burst duration for the experiment.

Table 4.5: Events and burst descriptions for Starfish schedule

Event-A Event-B Event-C Event-D

Burst-1 10s-20s 70s-80s 110s-120s 365s-375s

Burst-2 105s-115s 190s-200s 370s-380s 570s-580s

Burst-3 430s-440s 650s-660s 730s-740s 750s-760s

4.5.3.1 Impacts of varying data generation rates

This section presents the performances of the studied protocols for varying data

generation rates 1 − 8 packets/second. In the experiment, the network size was

fixed at 600 × 450 m2, sink speed was fixed at 6 meter/second, and the number

of obstacles was fixed at 40, occupying around 15% of the corresponding network

area.
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Figure 4.4: Average throughput for varying rates of data generation
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Figure 4.5: Packet delivery ratio for varying rates of data generation
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The graphs, as shown in Fig. 4.4, illustrate that average data throughput (within

delay-deadline) rises sharply with the increasing rate of packet generation in all the

studied protocols. This is trivial because of generating more packets and success-

ful reception of these packets by the mobile sink. It is obvious that the proposed

Starfish data collection scheduling is effective in terms of bandwidth utilization as

the rate of packet generation increases. However, for a higher rate of data genera-

tion (e.g., more than 5 packets/second), data throughput decreases steadily due to

the exceeding maximum channel bandwidth, buffer overflow, and packet drop, etc.

The average throughput for the proposed data collection scheduling over Starfish

backbone is significantly higher than those of VPS [43], and LAS [44] strategies

because faster data forwarding is offered over starfish routing backbone and con-

tinuous data collection scheduling from the optimal number of sojourn locations

on the ring-canal. It is noteworthy that both sojourn location and duration are

selected based on corresponding data arrival rates.

For similar reasons, the proposed scheduling over the Starfish routing back-

bone exhibits higher PDR with progressive data generation rate in the simulation

experiments, as depicted in Fig. 4.5, and afterward, PDR declines steadily for a

higher rate of data generation. These results prove the reliability of using Starfish

scheduling for real-time applications in the network.

On the contrary, the average end-to-end packet delivery delay within the appli-

cation delay-deadline is decreased with the progressive rate of data generation, as

illustrated in Fig. 4.6. It occurs because the sink’s mobility significantly reduces

the vicinity length from source nodes to the mobile sink. Moreover, the proposed

Starfish scheduling performs better than VPS [43], and LAS [44] strategies, because

sink’s mobility is governed by data arrival rates at rendezvous nodes, and there is
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Figure 4.6: End-to-end delay for varying rates of data generation
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Figure 4.7: Std. dev. of residual energy for varying rates of data generation
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Figure 4.8: Network lifetime for varying rates of data generation
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Figure 4.9: Operational overhead for varying rates of data generation
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no query requirement for sink’s fresh location, and finally, forwarding data over

pre-constructed routing backbone in the network.

In the experiments, we also computed the standard deviation of residual en-

ergy when network lifetime was exhausted. The simulation results show a gradual

increase of standard deviation for the higher data generation rates, as illustrated

in Fig. 4.7, because of fluctuating energy expenditure from the different corners

of the network. The proposed Starfish data scheduling exhibits the lowest stan-

dard deviation of residual energy due to balanced energy consumption over the

Starfish backbone nodes while forwarding data to the mobile sink. Here, Starfish

scheduling finds the optimal path over minor energy-expensive sojourn locations

for each cycle. Since energy expenditure and standard deviation of residual energy

are increased for higher rates of data generation, as described earlier, the lifetime

of the network is inherently decreased for the increasing rate of data generation,

as depicted in Fig. 4.8. Finally, with the increasing rate of data generation, it

requires more control packets to deliver sensed data to the mobile sink. Thus oper-

ational overhead increases, as shown in Fig. 4.9. In the case of the proposed data

collection scheduling, operational overhead is the lowest among the studied works

because of forwarding data packets over the preformed Starfish routing backbone

in the network.

4.5.3.2 Impacts of varying number of obstacles

Obstacles are an integrated part of a practical network scenario, and thus the ef-

ficiency of real-time data collection scheduling in the presence of obstacles should

be determined. This section presents the experimental results for the increasing

number of obstacles from 10-70, given that obstacles collectively occupied 15 %
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Figure 4.10: Average throughput for varying number of obstacles
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Figure 4.11: Packet delivery ratio for varying number of obstacles
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of a network 600 × 450 m2. In the experiments, the sink speed was fixed at

6 meter/second, and the packet generation rate was fixed at 3 packets/second.

The experimental results show that average data throughput within delay-

deadline decreases sharply with the increasing number of obstacles, as shown in

Fig. 4.10. This happens because sink mobility for visiting sojourn locations is

hampered due to obstacles, increases path length of the mobile sink, requires more

hop distance and increases packet retransmission, etc. These reasons also exhibit

decreasing order of packet delivery ratio (PDR) within the delay-deadline, as de-

picted in Fig. 4.11. However, in the case of Starfish data collection schedule, the

performances of average throughput and PDR outperform over VPS [43], and LAS

[44] strategies because of faster and continuous data forwarding over obstacle-aware

starfish routing backbone in the network.

On the contrary, Fig. 4.12 illustrates that the average end-to-end packet delivery

delay sharply increases with a growing number of obstacles. This is mostly due to

the increase in the proximity of the mobile sink with the obstacles, consequently

increasing the path length and end-to-end packet delivery delay. However, the

proposed Starfish scheduling performs better compared to VPS [43] and LAS [44]

strategies because mobile sink visits sojourn locations based on the corresponding

data arrival rate at rendezvous nodes. Moreover, the mobile sink collects data

around the ring-canal, and all source nodes forward their data over pre-determined

obstacle-aware Starfish routing backbone nodes.

Later, we also evaluated the standard deviation of residual energy among back-

bone nodes for an increasing number of obstacles when the network lifetime was

exhausted. The graphs, as presented in Fig. 4.13, illustrate that the deviation of
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Figure 4.12: End-to-end delay for varying number of obstacles
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Figure 4.13: Std. dev. of residual energy for varying number of obstacles
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Figure 4.14: Network lifetime for varying number of obstacles

10 20 30 40 50 60 70
1

2

3

4

5

6

7

8

9

10
 

 

O
pe

ra
tio

na
l o

ve
rh

ea
d 

(%
)

Number of obstacles

 Starfish
 LAS
 VPS

Figure 4.15: Operational overhead for varying number of obstacles
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energy sharply expands as the number of obstacles increases. Since obstacles are

sporadically distributed in the network and source nodes exhibit fluctuating energy

expenditure due to those obstacles, it expands the standard deviation of residual

energy. For similar reasons, some of the backbone nodes exhaust earlier, and thus

network lifetime decreases with an increasing number of obstacles, as depicted in

Fig. 4.14.

Finally, with the growing number of obstacles, more control packets are required

to forward data avoiding sporadically situated obstacles in the network. Thus it

results in increasing operational overhead, as shown in Fig. 4.15.

4.5.3.3 Impacts of varying sizes of networks

In a practical WSN application, the network performances and lifetime maximiza-

tion are not only affected by data generation rate and a number of obstacles but

also on the area of a network. Therefore, we evaluated the scalability and efficiency

of the proposed Starfish scheduling, varying the network sizes from 400 × 225 m2

to 900× 675 m2, while data generation rate, sink speed. The number of obstacles

is fixed at 3 packets/second, 6 meter/second, and 40, respectively. In the case of

different sizes of networks, we considered sporadic size of 40 obstacles that collec-

tively occupied 15 % area of the corresponding size of the network with specific

node density as stated in Section 4.5.1.

The graphs, as shown in Fig. 4.16, depict that data throughput within delay-

deadline steadily decreases with the larger networks for all studied data collection

scheduling. This happens because sink mobility for visiting sojourn locations is

hampered due to obstacles, increasing path-length of the mobile sink, requiring

more hop distance, increasing retransmission of packets, etc. These reasons also
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Figure 4.16: Average throughput for varying sizes of networks
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Figure 4.17: Packet delivery ratio for varying sizes of networks
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reduce event notification and the reception probability of data packets by the mobile

sink. In the case of Starfish scheduling, average data throughput is higher compared

to VPS [43] and LAS [44] strategies because of collecting data over the optimal ring-

canal, single hop reachability from any source node and continuous data forwarding

over obstacle-aware backbone nodes. For similar reasons, packet delivery ratio

(PDR) decreases, as shown in Fig. 4.17. The performances of data throughput and

PDR prove the suitability and reliability of the Starfish data collection schedule

for larger networks even though there exist obstacles.

On the contrary, the graphs, as presented in Fig. 4.18, depict that end-to-end

packet delivery delay within the application delay-deadline is steadily increased for

all studied data collection scheduling with increasing network sizes. It is obvious

due to the linear increase of hop distance, the larger ring-canal size with obstacles.

Moreover, experimental results show that the proposed Starfish scheduling outper-

forms VPS [43], and LAS [44] because of guaranteed single-hop access to at least

one backbone node by a source node while forwarding data to the sojourn locations,

collecting data over the ring-canal nodes, avoiding (re)tracing the mobile sink, etc.

End-to-end delay performance of the proposed scheduling proves its suitability for

real-time applications maintaining delay-deadline.

In the experiments, we computed the standard deviation of residual energy,

when the network lifetime was exhausted. Fig. 4.19 shows that it increases mono-

tonically because of fluctuating energy expenditure for increasing sizes of networks.

Fluctuating energy expenditure occurs for the existence of obstacles at random lo-

cations throughout different areas of the network, larger size of the ring-canal,

etc. The proposed Starfish data collection scheduling exhibits the lowest deviation

of energy among other strategies due to the balanced energy consumption of the
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Figure 4.18: End-to-end delay of varying sizes of networks
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Figure 4.19: Std. dev. of residual energy for varying sizes of networks
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Figure 4.20: Network lifetime for varying sizes of networks
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Figure 4.21: Operational overhead for varying sizes of networks
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Starfish backbone nodes during forwarding data to the mobile sink. Since energy

expenditure and standard deviation of residual energy increase, inherently the net-

work lifetime is decreased for an increasing rate of data generation, as depicted

in Fig. 4.20. Finally, with the increasing size of networks, it requires more con-

trol packets due to longer hop distance to collect data that results in increasing

operational overhead, as shown in Fig. 4.21.

4.5.3.4 Complexity analysis

In a separate experiment, we compared the complexities of the studied scheduling

schemes in NEOS optimization [126] server (2 Intel Xeon E5-2698 @ 2.3GHZ CPU

and 192GB RAM) for selecting the optimal set of rendezvous nodes for each cycle.

We find those for both viable path scheduling (VPS) [43] and landmark-assisted

scheduling (LAS) [44] are O(N3), where N is the number of nodes. In the case of

the Starfish data collection schedule, the mobile sink visits rendezvous nodes that

are optimally selected over the ring-canal nodes (Z).

According to the MILP formulation, it determines a set of sojourn locations

Mc
n ∈ Rc over the ring-canal nodes, instead of overall sensor nodes or all backbone

nodes. The constraint in Eq. (4.7) computes over the power set of the ring canal

nodes Z, and finds out the most energy-efficient set of sojourn locations achieving

maximum duration. Therefore, the computational complexity of the Starfish

scheduling is estimated as O(c× |Z| × 2|Z|) which is significantly less compared to

those of VPS and LAS.
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Figure 4.22: Computational complexity

The graphs in Fig. 4.22 show the computation time required for the execution

of the studied data collection schedule algorithms for increasing the size of

networks from 300 × 225 to 900 × 675. As VPS and LAS strategies explore all

nodes in the network to find out data collection schedules, their computation

time increase exponentially compared to a linear graph observed for the Starfish

schedule. It is obvious since the Starfish schedule explores candidate power sets

on the ring canal nodes only. The problem can be grouped as an NP-complete

one [127]. However, the constraints in Eq. (6) - Eq. (13) of the MILP formulation

facilitate us to significantly reduce the input sets for selecting the optimal number

of sojourn locations. Thus the solution is found in polynomial time.
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Moreover, for varying sizes of network, time complexity increases monotonically

for the Starfish scheduling due to preformed routing-backbone with ring- and

radial-canals and guaranteed single-hop access to the backbone. For the LAS and

VPS strategies, determining the route throughout the obstructed network exhibits

higher overhead and time complexity than the Starfish scheduling.

The above results and discussions conclude that Starfish data collection sched-

ule shows its efficiency in terms of computational complexity, data throughput,

end-to-end data delivery delay, network lifetime, etc. for real-time applications

(within certain delay-deadline) in an obstructed network significantly. Moreover,

the proposed Starfish schedule is applicable for an obstacle-free network as well,

as was primarily studied in [110].

However, the simulation trace file data shows that when the data generation

rate at a particular node on the ring-canal is superabundant compared to other

nodes, the sojourn location is discriminatorily selected for consecutive cycles. This

exhibits a quicker partition of the routing backbone than the average network

lifetime.
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4.6 Summary

This work explored data collection challenges and lifetime maximization strategies

for real-time applications in an obstructed sensor network with a mobile sink. For

real-time data collection, we considered Starfish routing backbone with obstacles,

and after that, formulated mixed-integer linear programming to find an optimal

set of sojourn locations on its ring-canal nodes for a round, corresponding sojourn

duration with data collection scheduling so as to maximize network lifetime.

The simulation results, as summarized in the Table 4.6, clearly indicated that

the performance improvements of the proposed Starfish data collection scheduling

over the state-of-the-art works (e.g., LAS and VPS) based on the evaluation met-

rics for varying size of networks, data generation rates, and increasing number of

obstacles in the network.
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Chapter 5
Conclusion

In this chapter, we summarize and discuss the research results presented in the

thesis, and state few directions for the future research works.

5.1 Summary of the Research

In this thesis, we developed a novel data routing framework - Starfish routing

(SFR) backbone, and a real-time data collection strategy of a mobile sink exploiting

the SFR backbone in an obstructed network. The developed framework optimizes

network lifetime through uniform energy consumption, balancing data routing load

throughout the network, heterogeneous data generation rates, application’s delay-

deadline, loop-free traveling path in the network.

This thesis also contributed different variants of SFR-backbone architectures

to accommodate multiple shape scenarios and to maximize network lifetime for

both obstacle-free and obstructed networks. In this work, lifetime maximization

was achieved through developing a Starfish-like backbone architecture that offered

balanced energy consumption throughout the network. In SFR, the backbone

nodes (e.g., ring-canal and radial-canals) were spread over the different regions

in the network in such a way that a source node could access at least one of the

171
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backbone nodes directly. The construction of ring- and radial-canals on different

SFR-architectures was mathematically modeled based on the transmission range

of sensor nodes and the size of the network area. Moreover, the scalability of

the SFR-backbones was maintained through developing the optimal circular and

elliptical ring-canals within rectangular-, square- and circular-shaped networks.

Furthermore, statistical analysis for expected end-to-end data delivery delay over

the SFR-backbone had been carried out considering both hop distance to the sink

and the number of retransmission attempts in the network. As a whole, SFR-

architecture acted as a high-speed routing backbone that could simultaneously

optimize end-to-end data delivery delay and network lifetime significantly.

Next, we developed an optimal data collection strategy of a mobile sink in an

obstructed network. In this regard, we reconstructed the Starfish routing (SFR)

backbone in an obstructed network, and developed an optimization framework

for maximizing the lifetime of the sensor network. In this work, we found an

optimal travel plan for data collection by visiting a set of rendezvous nodes and

corresponding sojourn durations that guaranteed loop-free travel schedules over

the optimal rendezvous nodes, ensuring balanced energy consumption for a time-

constraint application. Theoretical proofs of the desirable properties of the Starfish-

schedule were derived to validate the optimization framework.

Finally, the performances of the SFR-backbones, and the Starfish-schedule were

carried out in Network Simulator (e.g., NS-2) [48]. The experimental results de-

picted that the Starfish data collection scheduling improved network lifetime and

reduced end-to-end data delivery delay. Besides, we observed significant improve-

ments in terms of different QoS and network lifetime metrics for obstacle-free and

obstructed networks.
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5.2 Discussion

Over the last few years, the usages of IoT devices increased significantly to develop

embedded intelligent systems for most industrial and smart-city applications. The

efficiency of these applications was highly dependent on data routing and lifetime

maximization strategies. Therefore, we explored real-time data collection strategies

and key factors to maximize network lifetime. We investigated that the existing

routing protocols of sensor networks would not be feasible for the upcoming 5G/6G

network services to satisfy minimum QoS requirements of real-time applications.

Therefore, we focused on developing a proactive routing-backbone in the network

that substantially minimized end-to-end packet delay and extended network life-

time.

My Ph.D. journey started with the aim to work with real-time data collection

with a mobile sink in an obstacle-free sensor network. Exploring the state-of-the-

art works, we found a promising field of introducing a high-speed routing backbone

in sensor networks. From the functional characteristics of those protocols, we

identified that not only the energy consumption of individual sensor nodes was

important, but also balanced energy consumption among all the sensor nodes

was highly expected to maximize network lifetime. Violation of delay-deadline

for real-time multimedia applications in the state-of-the-art works forced to

develop an efficient data routing backbone in the network. Later, we found that a

data collection scheduling of a mobile sink over a backbone architecture became

challenging in an obstructed network. Therefore, we concentrated on developing

an efficient routing backbone and optimization framework for maximizing the

lifetime of a sensor network in an obstructed network.
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To find an efficient solution to the problem, we studied the state-of-the-art

tools, techniques and acquainted with those. We explored different mobile-sink-

based routing strategies and optimization techniques to maximize network lifetime

for real-time applications in an obstructed network. After a mathematical formu-

lation, we had to go for simulation to evaluate the performances of the proposed

Starfish routing (SFR) backbone in terms of QoS and network lifetime metrics. For

this reason, we had to spend a significant amount of time learning network simula-

tors and implementing the proposed SFR protocol for obstacle-free and obstructed

networks. For the theoretical models, numerical evaluation, and experimental per-

formances of the SFR backbones, we had to learn NS-2, MATLAB, and Python.

Finally, after spending a significant amount of time in the laboratory, we had been

able to implement our proposed Starfish routing backbones for obstacle-free and

obstructed networks whose performances were compared with a good number of

state-of-the-art works.

From the experimental results, it was observed that moderate sink mobility

was beneficial for network performances for all studied data collection strategies.

However, the SFR outperformed HexDD and Ring backbones due to the fair distri-

bution of data traffic over backbone nodes within the network. The iSFR-elliptical

architecture took advantage of the optimal elliptical-shaped ring-canal over its cir-

cular and basic SFR variants. Moreover, SFR achieved a higher level of scalability

for varying sizes of networks compared to the studied protocols. It was also stud-

ied that iSFR-elliptical architectures’ energy-deviation outperformed iSFR-circular

and bSFR backbones because of developing an optimal elliptical ring-canal in the

network. These experimental results strengthened the formation of iSFR-elliptical
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backbone in sensor networks. Finally, the results substantiated the efficiency of

Starfish routing backbone over the state-of-the-art works to achieve extended net-

work lifetime and to provide significant QoS performances.

5.3 Limitations

Though the construction of Starfish routing backbone and development of Starfish

data collection schedule showed significant benefits over the state-of-the-art works,

we observed difficulties to construct the Starfish routing backbone for an irregular

shaped network. Moreover, the simulation trace file data shows that when the data

generation rate at a particular node on the ring-canal is superabundant compared

to other nodes, the sojourn location is discriminatorily selected for consecutive

cycles. In such scenario, the network lifetime performance significantly degraded,

and the routing backbone become partitioned earlier than the average network

lifetime.

5.4 Future Works

Though the results of the performances are encouraging, there are ample issues

and open challenges that require more investigation for further extension of the

proposed data collection strategy. As a planned study, in the future, we envision

designing distributed and machine-learning-based algorithms for data collection

schedules by multiple sinks in a very large-scale network.

This work is motivated from the water vascular system of a sea-fish namely

Starfish on which there are few lateral-canals. We may construct efficient lateral-

canals (as on the water vascular system of a Starfish) on the SFR backbone through
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mathematical analysis. It would be an interesting open research problem for fu-

ture study. A suitable distributed algorithm would be developed to increase the

scalability of the proposed Starfish routing backbone in the network.

For the further improvement on network lifetime, multiple sets of connected

backbone nodes for SFR backbone would be defined so that these sets could be

changed periodically. This strategy can enhance network lifetime multiple times

based on the sets of connected backbone nodes. Moreover, local repair strategy

for the backbone nodes would reduce the complexity of SFR backbone formation

periodically.

Though we achieve higher efficiency through the optimal size of the ring-canal

in the network, for a extraordinary large network or irregular shaped network,

the efficiency of the Starfish routing backbone would degrade for real-time wireless

sensor network applications due to the single ring-canal in the network. Moreover, it

is challenging to determine whether it requires multiple ring-canals in the network

for the Starfish routing backbone. Therefore, we would study the feasibility of

multiple ring-canals for the Starfish routing backbone extraordinary large network

or irregular shaped network.
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Appendix A
List of Notations

2a× 2b Area of the network

r Transmission range of a sensor node

Z Set of all backbone sensor nodes

Za Set of anchor nodes on network edge

Zb Set of radial-canal nodes

Zc Set of ring-canal nodes

Zd Set of radial-canals on the SFR routing backbone

R Radius or optimal radius of the ring-canal

m Major radius of an optimal elliptical ring-canal

n Minor radius of an optimal elliptical ring-canal

ℜ Radius of a circular network model

ϕ Control variable for ring-canal radius

θ1, θ2 Incident angles of radial-canals on principal-axes

E0 Initial energy of a sensor node in obstacle-free network

Eres Residual energy of a sensor node in obstacle-free network

Eth Energy threshold for backbone nodes

N Set of all sensor nodes

T Minimum value of application delay-deadline
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C Set of cycles be completed by mobile sink

Dc The worst-case end-to-end delay of a packet in a cycle c

σc
m Data arrival rate at sojourn location m in cycle c

Sc
m Sojourn duration at m in a cycle c

B Set of nodes on radial-canal in an obstructed-network

Z Set of nodes on the ring-canal in an obstructed-network

Rc Power set on ring-canal nodes Z during cycle c

Mc
n Set of optimally selected sojourn locations during cycle c

ε0m Initial residual energy of a node in an obstructed-network

ecm Total energy required at m in cycle c

E Energy expenditure to transmit a bit of data

Ẽ Energy expenditure to receive a bit of data

qcm Bit-length of a packet at m in cycle c

Ac Set of sink’s traveling-arcs in cycle c

f c
lm A variable determining sink from l to m at cycle c

hc
m A variable determining sink’s sojourn at m in a cycle c

δ The expected end-to-end delay per hop for a packet

Hc Hop-distance for a packet in a cycle c

ρz
c

Hc Inter-hop transition probability of a packet

µ Number of nodes willing to transmit

e Probability that a packet contains one or more bit errors
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Appendix B
List of Acronyms

ACM Association for Computing Machinery

bSFR basic Starfish Routing Backbone

bSFRc bSFR Backbone in Circular-shaped network

bSFR-circular bSFR Backbone with Optimal Circular Ring-canal

bSFR-elliptical bSFR Backbone with Optimal Elliptical Ring-canal

bSFRs bSFR Backbone in Square-shaped network

CBR Constant Bit Rate

CH Cluster Head

EAPC Energy Aware Path Construction

FLEC Fuzzy Logic based Effective Clustering

GPS Global Positioning System

HexDD Hexagonal-tiling based Data Dissemination

HSB High-speed Backbone

IEEE Institute of Electrical and Electronics Engineers

IoT Internet of Thing

iSFR improved Starfish Routing Backbone

iSFRc iSFR Backbone in Circular-shaped network

iSFRc iSFR Backbone in Circular-shaped network
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LIST OF ACRONYMS 199

iSFR-circular iSFR Backbone with Optimal Circular Ring-canal

iSFR-elliptical iSFR Backbone with Optimal Elliptical Ring-canal

iSFRs iSFR Backbone in Square-shaped network

LAS Landmark Assisted Scheduling

LBDD Line-based Data Dissemination protocol

MDC Mobile Device Cloud

MILP Mixed Integer Linear Programming

MOLP Multi-objective Linear Programming

MTR Mass Transit Railway

NEOS Network-Enabled Optimization System

NP Non-deterministic Polynomial-time

NPP Nuclear Power Plant

NS-2 Network Simulator version-2

PDR Packet Delivery Ratio

QoE Quality-of-Experience

QoS Quality of Service

RN Rendezvous Node

SCH Super Cluster Heads

SFR Starfish Routing

SFRB Starfish Routing Backbone

TSP Traveling Salesman Problem

UDP User Datagram Protocol

VPS Viable Path Scheduling

WHISPER Wireless High-Speed Routing

WRP Weighted Rendezvous Planning
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