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Abstract

Reversible logic is a computing design, where the ideal implementation would pro-

duce zero entropy gain. This unique feature causes the prominent use of reversible

computing. More integration capability and regular structure for synthesizing a

large number of logic functions made programmable devices enthusiastic to use.

In this thesis, we describe efficient design procedures of two programmable devices

namely Programmable Logic Array (PLA) and Field Programmable Gate Array

(FPGA) with reversible logic gate.

In the first part of this thesis, we design the reversible Programmable Logic Ar-

ray (RPLA). Here, we propose an efficient algorithm to design the RPLA with a

newly proposed 3 × 3 reversible TB (Tara-Babu) gate, which can realize multi-

output ESOP (Exclusive-OR Sum of Product) functions. We present a heuristic

algorithm to sort and realize the product terms of ESOP functions to share the

internal sub-products to reduce the number of gates in the proposed RPLA. Pro-

posed algorithms make the RPLA more efficient with improvement of 9.83% in

terms of the number of gates, 21.3% in terms of the number of garbage outputs

and 14.75% in terms of quantum cost than the counter metrics of the existing

RPLA averagely. Moreover, we compute the area requirement and the power

consumption of the proposed RPLA. We also analyze the performances by using

MCNC benchmark functions.

In the last part of this thesis, we design the most significant part of a Field Pro-

grammable Gate Array, the Plessey Logic Block with reversible gate. On the way

to design the proposed reversible Plessey Logic Block, we design each component

such as reversible D-Latch, reversible Decoder, reversible Multiplexer, reversible

Master-Slave Flip-Flop, and reversible RAM separately. The proposed design of

the individual component is primarily made efficient in terms of the number of



iii

gates, garbage outputs, quantum cost, and delay. In addition, area and power are

reduced to ensure the power efficiency of the circuits. Two 4× 4 reversible gates,

namely HNF (Hafiz-Naz-Flip-Flop) gate and HND (Hafiz-Naz-Decoder) gate are

proposed to achieve the optimization goal. Moreover, proposed algorithms, lem-

mas and theorems certify the novelty of the proposed design. Compared to pre-

vious works, the proposed counter-parts of Reversible Plessey Logic Block require

less number of gates, garbage outputs, quantum cost, and delay. Finally, the

proposed Reversible Plessey (4 × 2) Logic Block is compared with existing de-

signs. The Comparative results prove the efficacy and novelty of the proposed

design showing improvement of 51.62% in terms of number of Transistor, 73.57%

in terms of area requirement and 34.12% in terms of power consumption with

respect to the corresponding metrics of the best existing design in the literature.
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Chapter 1

Introduction

In 1961, Landauer presented a physical principle [1] of pertaining to the lower the-

oretical limit of energy consumption. This principle explores that the erasure of a

bit consumes KTln2 joules of energy while computing, where, K is the Boltzmann

constant and T the absolute temperature at which computation is performed.

This energy dissipation is very small (at room temperature 2.9 ∗ 10−21 Joules [2]),

which is not negligible but noticeable if Moore’s law is effective. The historical

trend in microelectronics (according to Moore [3]) shows the number of transistor

in a dense integrated circuit doubles about every two years. Investigation in [4]

also reveals that the lower limit of estimated energy density of a two-dimensional

system of binary switches is about 5-10 million W/cm2 which is much higher than

the energy dissipation of sun surface nearly 6000W/cm2. Hence, with the increas-

ing number of transistor in a single IC, the energy reducing capacity of the IC

must be ensured in physical and logical design. Therefore, to keep the trend of

scaling in modern ICs, reducing the energy dissipation during computation is get-

ting important. Modern fabrication process and material technologies are trying

to reduce the energy dissipation of ICs. In this context, in 1973, Bennett [5] has

shown reversible computing would be the future trend to trace the energy dissi-

pation problem as his research proclaims that the reversible computing produces

zero energy in ideal cases.

1
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Chapter 1 Introduction 2

Importance of reversible logic is also comprehensible by its usages in quantum

computing which can solve some exponential problem in polynomial time [6, 7]

and all the quantum computations are necessarily reversible [6, 8]. Therefore,

research on reversible is beneficial to the development of future quantum tech-

nologies: reversible design methods might give rise to methods of quantum circuit

construction, resulting in much more powerful computers and computations. Be-

sides the quantum technologies [9, 10, 11, 12, 13, 14, 15], some other applications of

reversible logic are the optical computing [16, 17], particular adiabatic circuit [18],

nanotechnology [19, 20], and DNA technology [16]. These technologies exploit

reversible logic to reduce power consumption.

The research on reversible logic is expanding toward both design and synthesis.

Several researchers have been exploring techniques for synthesis of reversible logic

circuits and many interesting contributions have been made [21, 22, 23, 24, 25, 26,

27]. Authors in [28] propose a bidirectional, transformation based algorithm which

can synthesize any reversible logic function with minimum number of constant in-

puts, by using generalized Toffoli gates. Afterward, authors in [29, 30, 31] present

some automated reversible and quantum logic circuit synthesis methods based on

genetic algorithm (GA) and evolutionary algorithm (EA). They use the global

optimization properties of these algorithm to synthesize reversible and quantum

circuits for obtaining near optimal circuits. Recently, in [32, 33], interesting con-

tributions have been made toward deriving exact minimal elementary quantum

gate realization of reversible combinational circuits. However, in the synthesis of

the reversible logic, only few works address the optimization in terms of delay.

Reversible arithmetic units such as adder, subtractors, multiplier, divider which

form the essential components of a computing system have also been designed in

binary as well as ternary logic as in [34, 35]. Recent work on reversible sequential
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circuits are presented in [36].

On the way of designing circuits in reversible logic, most of the constructed circuits

are application specific. This application Specific Integrated Circuit (ASIC) is vir-

tually every type of chip that performs a dedicated task. ASIC has limited usage

in industry level for lacking flexibility for changes, expensiveness and difficulty

to test and debug. To mitigate these problems, digital industry widely use the

programmable devices (PLDs). Zero NRE cost, dense architecture with very high

performance improvements make PLDs a very attractive alternative to ASICs.

This thesis emphasis on the two major categories of PLD, namely Programmable

Logic Array (PLA) and Field Programmable Gate Array (FPGA).

PLA has the advantages in terms of regularity over the other conventional circuits

like cascade networks [37, 38, 39, 40]. It ensures an understandable and designable

regular circuit. Authors in [38] also ensure that the PLA can be used to design

binary valued and multiple-valued logic circuits. Different synthesis methods exist

which can realize and minimize the PLA [37, 38, 39]. For example, adders are

realized using minimized PLA in [41]. ESOP synthesis in PLA gives out better

result than SOP realization [42, 43]. In consequence, authors in [44] propose the

reversible wave cascade of ESOP synthesis and authors in [45] propose garbage

minimization technique. Besides, authors in [46] [47] and [48] continue their

research in ESOP realization.

Over-whelmed opportunities of FPGAs and energy saving characteristics of re-

versible logic have caught the eyes of the researchers to design the FPGAs in power

recurring ways and it leads the design of the reversible FPGAs [49, 50, 51, 52].

Authors in [49] focus on the LUT based logic block of FPGA, whereas, others

researches focus on Plessey Logic block of FPGA. Their lacking in generality, scal-

ability and efficiency lead the proposed reversible FPGA.
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This thesis propose enhanced design methodologies to design PLA and FPGA

with reduce cost matrics.

1.1 Methodologies of this Research

While working on this research, some important steps are followed:

• Understanding Reversible Logic and recent research trend in Reversible Logic.

Studying on Reversible circuit design procedure, its advantages in creating

low power devices over existing irreversible logic design. The basics of quan-

tum computation and quantum circuit synthesis are also studied.

• Understanding the properties and uses of various existing reversible logic

gates and construction procedure new gate from the existing one. Studding

on how the cost parameters of the reversible circuits are assigned and how

the circuits are realized in transistor level.

• Simulation processes of reversible circuits are also studied.

• Understanding Programmable Logic Devices such as PLA, FPGA and then

gain knowledge to implement the existing Programmable Logic Devices in

reversible way.

• Developing the idea for logic synthesis mechanism in reversible Programmable

Logic Devices and design the individual components of reversible FPGA.

• Experiment the proposed circuits with some of the popular simulation mech-

anisms to make a comparison of the new method with the existing methods.
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1.2 Challenges of this Research

The synthesis methods of reversible logic circuits are quite different from the syn-

thesis methods of irreversible logic circuits. Two restrictions on reversible logic

synthesis must be followed [53]:

• The fanout of a logic gate must be one.

• A combinational reversible network has to be loop-free.

The first restriction is listed because a fanout structure is not reversible. To cope

up with this problem, we use the Feynman gate and Feynman double gate in

this thesis. As reversible combinational function is necessarily a finite one-to-one

function, the second restriction is considered when reversible circuits are designed.

To overcome this restriction in designing reversible sequential circuit, researchers

want to assure that the transition function of sequential circuit is constructed by

reversible logic [54].

The primary design criteria for efficient reversible logic synthesis are as follows:

• The reversible circuits maximize the gate utilization and thus minimize the

number of gates.

• They use as many outputs of every gate as possible, and thus minimize the

garbage outputs.

• Efficient circuits also ensures the minimization of quantum cost and delay.

• The reversible circuits should take minimum area and consume less power.

1.3 Contributions of this Research

In this dissertation, we have designed different reversible logic circuits associated

with the Reversible Programmable Logic Array and the Reversible Plessey Logic

Block of FPGA. We have also proposed design methodology to address the above
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important points regarding reversible logic. The dissertation has the following

contributions toward the design and synthesis of reversible logic circuits regarding

PLA and FPGA.

• The first contribution of this dissertation is the design of three new reversible

gates namely the TB (Tara-Babu) gate, HNF (Hafiz-Naz-Flip-Flop) gate,

and HND (Hafiz-Naz-Decoder) gate.

The proposed reversible TB gate is a universal gate as it can implement all

basic boolean functions (AND, OR, NOT Ex-OR) by using one TB gate and

compound functions (NAND and NOR) by using two cascaded TB gates. In

this dissertation, we use this gate to realize multi-output ESOP (Exclusive-

OR Sum of Product) functions. Quantum cost of the proposed TB gate is

4 and the delay of this gate is 4∆ which are the least in the literature for

generating two AND terms simultaneously.

We propose the reversible HNF (Hafiz-Naz-Flip-Flop) gate to design differ-

ent sequential circuits like D-Latch and reversible Master-Slave Flip-Flop and

HND (Hafiz-Naz-Decoder) gate to design reversible Decoder circuit. These

two gates are also efficient in terms of the parameters such as garbage out-

puts, quantum cost and delay.

Construction of a new gate and its quantum circuit is a challenge in re-

versible logic synthesis as there is no specific guideline. Toffoli or Fredkin

synthesis do not give the optimal result all the time. Besides, quantum cir-

cuit generation for proposed gate is also laborious. In this thesis we have

done this successfully.

• The second contribution is the design of reversible Programmable Logic Ar-

ray. We have developed of two heuristic algorithms, one is to sort and realize

the product terms of ESOP functions and another is to reorder the output
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functions. We have simulated the circuits and analyzed the performance of

PLAs constructed by the proposed algorithms. The design procedure ensure

the proposed circuits are efficient in terms of the number of gates, garbage

outputs, and quantum cost.

• The third and the final contribution of this dissertation is the design of

reversible Field Programmable Gate Array (FPGA). The significant part

of the FPGA is the array of logic blocks which execute the basic logical

and arithmetic calculations. Hence, this thesis emphasises on the design of

the Plessey logic block of FPGA. On the way to design reversible FPGA, a

set of different reversible combinational circuits such as decoder, multiplexer,

NAND unit as well as different sequential circuits such as reversible D-Latch,

reversible Master-Slave Flip-Flop, and reversible RAM are designed. Then,

the Plessey logic block is constructed by incorporating all of these proposed

components. The designs are optimal in terms of number of garbage outputs

as well as quantum cost and delay. We have also computed the number of

transistors, the area requirement and the power consumption of the proposed

components and then compared with the existing counterparts which also

show the efficiency for each individual case.

We expect that the proposed work will encourage a new paradigm of designing

programmable devices based on reversible logic.

1.4 Organization of the Dissertation

We organize the dissertation as follows.

In Chapter 2, theoretical aspects of reversible logic are described. Notations,

essential definitions, examples and analysis methods are presented here which are

associated with reversible logic theory as well as the architectural theory of pro-

grammable logic devices.
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Chapter 3 focuses on the efficient design of Reversible Programmable Logic Ar-

ray (RPLA) for ESOP functions. An introduction regarding Programmable Logic

Array covers the architectural issues of the device. Then, previous work on RPLA

is analyzed and summarized to point out the weaknesses of previous approaches.

Proposed section also discusses the procedures to mitigate the problems of the

previous designs.

Then the Chapter 4 illustrates on efficient Reversible Plessey Logic Block of

FPGA. This chapter also describe the theoretical aspects of FPGA, indicate the

limitation of previous reversible Plessey Logic Block of FPGA and its components.

Finally, it discusses the design procedure to enrich the design of reversible Plessey

Logic Block of FPGA.

The dissertation concludes in Chapter 5 which summarizes the contributions

described in this thesis and gives some directions of the further research in the

reversible logic area and the reversible programmable devices.

Lenovo
Textbox



Chapter 2

Background Studies

2.1 Introduction

The underneath component of the digital computer is a digital circuit whose be-

havior is expressed as the binary function comprise with binary variables. Each of

these variables has only one truth value ’0’ or ’1’ but not both and follows the rules

of Boolean algebra. A binary function (Boolean function) can be represented in

many ways, among them the truth table method is the simplest one. Let a Boolean

function F has n variables x1, x2, x3, . . . , xn then the truth table will be as follows:

It is to note that the truth table for single function with n input variables has

Table 2.1: Truth table method

x1 x2 x3 f
0 0 0 0
0 0 1 0
0 1 0 1
0 1 1 1
1 0 0 1
1 0 1 0
1 1 0 1
1 1 1 1

9
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n+1 columns and 2n rows.

Example 1. For 3-input 1-output the truth values of the function are shown in

Table 2.1.

A multiple output function can also be represented by the truth table having 2n

rows representing the inputs and (n+m) columns, where n is the number of input

variables and m is the number of output variables.

Example 2. The 3-input 3-output multiple output Boolean function given in

Table 2.2.

Table 2.2: Truth table for a 3-input 3-output function

x1 x2 x3 f1 f2 f3
0 0 0 0 0 0
0 0 1 0 0 1
0 1 0 0 1 0
0 1 1 0 1 1
1 0 0 1 0 0
1 0 1 1 0 1
1 1 0 1 1 1
1 1 1 1 1 0

The main object in reversible logic theory is the reversible function. The multi-

ple output Boolean function F= x1, x2, x3, . . . , xn of n Boolean variables is called

reversible if:

1. the number of outputs is equal to the number of inputs;

2. there is a unique one to one and onto relation between inputs and corre-

sponding outputs. In other words, reversible functions are those that per-

form permutations of the set of input vectors.

Example 3. A 2-input 2-output function given by formula f1 = x1, f2 = x ⊕ y

is reversible. The correctness of this statement can be verified by analyzing the

Table 2.3.
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Table 2.3: Reversible function computing the logical Ex-OR

x y x x⊕ y
0 0 0 0
0 1 0 1
1 0 1 1
1 1 1 0

Example 4. A 2-input single output function given by formula f1 = x⊕ y is not

reversible, since it is not an n-input n-output function. However, it can easily be

made reversible by adding output x as given in Example 3.

Example 5. A 2-input 2-output function given by formula f1 = x, f2 = x.y is

not reversible also. Though it is an n-input n-output function, there is no unique

input-output mapping. This statement can be verified by analyzing the Table 2.4.

The two input combinations (0,0) and (0,1) have the same output combination

(0,0). In this case, additional input and output are required to make the function

reversible.

Table 2.4: Reversible function computing the logical AND

x y x x.y
0 0 0 0
0 1 0 0
1 0 1 0
1 1 1 1

The functions are represented by the small unit of circuit called gate. An irre-

versible Ex-OR gate is shown in Fig. 2.1 (a), where A, B and P are the inputs and

outputs respectively, whereas, a reversible Ex-OR gate (which is Feynman gate) is

shown in Fig. 2.1, where (A, B) and (P, Q) are the inputs and outputs respectively

and P = A, Q = A⊕B
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(a) Irreversible Ex-OR gate (b) Reversible Ex-OR gate.

Fig. 2.1: Ex-OR function representations by block diagram and logical symbol.

2.2 Basic Definitions in Reversible Logic

In this section, we present the definition of the reversible gates and their uses,

quantum cost, the challenges of designing reversible circuits, delay computation

in reversible circuits.

2.2.1 Reversible Gate

Reversible gate [53] is the unit of the reversible circuit. It holds the property of

a bijection function, i.e., both the one-to-one and onto relationship between the

inputs and outputs vector are present so that the output can be easily retrive

from the unique output for each input. Let, the input vector be Iv, output vector

Ov and Iv = (I0, I1, I2, . . . In−1, In, ) and Ov = (O0, O1, O2 . . . On−1, On). For each

particular input, there exits the relationship Iv ↔ Ov.

I1

I2

O1

In-1

n x n 

Reversible 

gate

O2

On-1

… …

In On

I3 O3

Fig. 2.2: n × n reversible gate
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Example 6. Fig. 2.2 shows the block diagram of the n× n reversible gate.

Example 7. For a specific example, let consider the NOT gate, the only con-

ventional gate which is reversible by its nature. The truth table of NOT gate is

shown in Table 2.5, which shows that the output 1 comes from the input 0 and

the output 0 comes from the input 1, thus the unique input-output patterns are

hold.

Table 2.5: Truth table of NOT gate

Input Output
0 1
1 0

 

!

"#$# 

%#$#!

&

'())(*+

,#$# ! &

Fig. 2.3: Block diagram Toffoli gate.

Table 2.6: Truth table of reversible Toffoli gate

Input Output
A B C P = A Q = B R = AB ⊕ C
0 0 0 0 0 0
0 0 1 0 0 1
0 1 0 1 1 0
0 1 1 1 0 0
1 0 0 1 0 1
1 0 1 1 1 1
1 1 0 0 1 1
1 1 1 0 1 0
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Fig. 2.4: Bijection properties of Toffoli gate.

Example 8. Fig. 2.3 shows the block diagram of the most popular reversible

Toffoli gate. Table 2.6 shows the truth table of this gate. Therefore, Fig. 2.4

reveals the bijection relationship collecting the information from the Toffoli’s truth

table.

The Toffoli gate plays an important role in reversible logic synthesis. The most

importantly, it is a universal gate which functions as any type of gate, such as,

AND gate, OR gate, NAND gate, and etc. Fig. 2.5 represents three basic functions

of a universal gate.

A

B

P = A

Q = B

0

Toffoli

R = AB

A'

B'

P = A'

Q = B'

1

Toffoli

R = A+B

A

B

P = A

Q = B

1

Toffoli

R = (AB)'

(a) (b)

(c)

Fig. 2.5: Universal properties of Toffoli gate.

The reversible gates are not uniform in terms of number of input-output, rather

than they are constructed such a fashion that they can represent one or more
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specific function. Therefore, there are a variety of reversible gate in the literature,

such as, Feynman gate [55], Feynman Double gate [55], Toffoli gate [53], Fredkin

gate [53], Peres gate [56], Modified Fredkin gate [57], HNG gate [58], MTSG

gate [59], etc.

2.2.2 Garbage Output

Garbage output is an additional output that makes an n-input and m-output

function reversible [53].

Example 9. Fig. 2.3 shows the block diagram of Toffoli gate. In case of performing

only one AND operation, the outputs P and Q are the garbage outputs.

2.2.3 Quantum Cost

Quantum cost is the cost associated with every reversible gate [9, 60]. Every

reversible gate has a corresponding quantum circuit which is the combination of

the basic quantum gates: NOT, V , V + and Ex-OR (CNOT) gate, where, V is a

square-root-of NOT gate and V + is V’s Hermitian. Fig. 2.6(a)-(d) represent all
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Fig. 2.6: Basic quantum gates and their symmetric patterns.

of the four basic quantum gates, respectively. Each of these basic gates and their

symmetric patterns (Figure 2.6 (e)-(h)) has unit cost [9, 61, 62]. The quantum cost
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of a reversible gate is the accumulated number of basic gates and their symmetric

patterns in the corresponding quantum circuit.

 

!
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Fig. 2.7: Quantum circuit of Toffoli gate.

Example 10. Fig. 2.7 shows the quantum circuit of the reversible Toffoli gate. It

shows the Toffoli gate has the quantum cost 5.

Quantum cost is one of the major cost parameters of the reversible circuit as it

relates with the physical implementation cost of that circuit [62]. In designing

a perticular circuit, lower value of quantum cost indicates the efficiency of that

design. Example 11 can clear this.

(b)

A B

Cin

VV V+ Carry = (A B)Cin AB

Sum = A B Cin

(a)

A

B

0

NG

Cin

G2

Peres

Carry = (A B)Cin AB

Sum = A B Cin

G1

A

B

C V V+

V+

V

V V

A

Fig. 2.8: Reversible full-adder1 (a) Block diagram (b) Quantum circuit.

Example 11. Fig. 2.8(b) and Fig. 2.9(b) shows two quantum circuits of the re-

versible full-adder having quantum cost 17 and 8, respectively. The later one has

less quantum cost, hence more efficient.
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(b)

A

B

0 VV V+

A

A B

Cin

VV V+ Carry = (A B)Cin AB

Sum = A B Cin

(a)

A

B

0

Peres

Cin

G2

Peres

Carry = (A B)Cin AB

Sum = A B Cin

G1

Fig. 2.9: Reversible full-adder2 (a) Block diagram (b) Quantum circuit.
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Fig. 2.10: Rules in minimization of quantum circuit.

Minimization of quantum cost is desirable in reversible logic design and for this

reason the researchers give importance in reduction of quantum cost as possible.

There are several works [9, 61, 62] have been done to simplify the quantum cir-

cuit and reduce the cost of the circuit. Fig. 2.10(a)-(c) show some templates to

reduce the quantum cost, whereas, Fig. 2.10(d)-(e) show some properties of V and

V + gate. Section 2.2.5 shows the quantum circuits of some existing gates and

the quantum circuits of the proposed gates are shown in the respective proposed
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sections (TB gate in Section 3.5.1, HNF gate in Section 4.6.1 and HNF gate in

Section 4.6.3).

2.2.4 Delay

Delay is an important issue in the design of any circuit. In some earlier research [46,

59] the number of the reversible gates (2 × 2, 3 × 3 or any order) in the critical

path is considered as a unit delay irrespective of their computational complexity.

According to this concept, the delay of full-adders of Fig. 2.8(a) Fig. 2.9(a) are

same,i.e. 2. However, it is not fair as the number of input and output and the

arrangement of the quantum gates in the quantum circuit vary.

Example 12. The block diagrams and quantum circuits of another two full-adders

are shown in Fig. 2.11 for delay assessment. Comparison between this Fig. 2.11

with Fig. 2.9 reveals that the construction procedure of a full adder varies not

only in terms of number of gate but also on the gate’s dimension. Full-adder in

Fig. 2.9(a) has two Peres gate, each of which is a three input-output gate, on the

other hand, each of the Full-adders in Fig. 2.11(a)& (c) has one reversible gate,

which are four input-output gates.

Based on this concept, some researcher considers the logical depth as a measure

of the delay [36, 63]. Here, the delay of each 1× 1 gate and 2× 2 reversible gate

is taken as unit delay and denoted as ∆.

Example 13. The full-adder using NG gate( 2.8(b)) has delay 18∆, on the other

hand, each of the full-adder using Peres gate( 2.9(b)), MTSG gate( 2.11 (b) and

HNG gate( 2.11 (d) has delay 8∆, 6∆ and 6∆, respectively.

As any n×n reversible gate can be designed from 1× 1 reversible gates and 2× 2

reversible gates, such as CNOT gate, Controlled-V, and Controlled-V + gates, the

delay of a n × n reversible gate can be computed by calculating its logical depth

when it is designed from smaller 1×1 and 2×2 reversible gates. Still, the quantum

cost and delay are not same though they may have same quantitive value.
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(b) Quantum circuit of MTSG gate, cost=

6, delay 5∆.
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(c) HNG Gate.
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(d) Quantum circuit of HNG gate, cost=

6, delay 5∆.

Fig. 2.11: Delay assessment of reversible gates.

Example 14. The block diagrams and quantum circuits of MTSG gate and HNG

gate of Fig. 2.11 for delay shows that the quantum cost of MTSG gate is 6 and

the delay is 5∆. On the other hand, the quantum cost of HNG gate is 6 and the

delay is 6∆.

2.2.5 More about Reversible Gates

Reversible circuits consist of a group of reversible gates. There are several re-

versible gates in the literature. Some of the reversible gates are described in this

section.
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2.2.5.1 Feynman Gate (CNOT Gate or Ex-OR Gate)

The Feynman gate (FG) [55] is a 2-input 2-output reversible gate which has the

input-output pattern as follows,

(A, B) ↔ (P = A, Q = A⊕B)

where, A, B denote the input variables and P , Q denote the output variables, re-

spectively. Fig. 2.12(a) and (b) show the block diagram and the quantum circuit

of the Feynman gate, respectively. As the quantum circuit of Feynman Gate has

only one Ex-OR gate, the quantum cost of FG is 1 and delay is 1 ∆.

Other than as an Ex-OR gate, the Feynman gate copies the input to avoid the fan-

out problem in reversible logic (Fig. 2.12(c)). Besides, it generates the complement

of an input (Fig. 2.12(d)).
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Fig. 2.12: Feynman gate

2.2.5.2 Feynman Double Gate (F2G)

The Feynman double gate (F2G) [55] is a 3-input 3-output reversible gate which

has the input-output pattern as follows,

(A, B, C) ↔ (P = A, Q = A⊕B, R = A⊕ C)
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where, A, B, C denote the input variables and P , Q, R denote the output variables,

respectively. Fig. 2.13(a) and (b) shows the block diagram and the quantum circuit

of the Feynman double gate, respectively.

F2G is a combination of two FG gates. Like the FG, it also serves the purpose of

copying (Fig. 2.13(c)) and generating the complement of the inputs (Fig. 2.13(d)).

It has quantum cost 2 and delay 2∆.
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Fig. 2.13: Feynman Double gate

2.2.5.3 Toffoli Gate (TG)

Though the decription of Toffoli gate is ilustrated earlier in Section 2.2.1, the

formal definition is given here. A Toffoli Gate (TG) [53] is a 3-input 3-output

reversible gate which has the input-output pattern as follows,

(A, B, C) ↔ (P = A, Q = B, R = AB ⊕ C),

A, B, C denote the input variables and P , Q, R denote the output variables,

respectively. Fig. 2.3 and Fig. 2.7 show the block diagram and the quantum

circuit of the TG, respectively. Quantum circuit of TG needs two Controlled-V

gates, one Controlled-V + gate and two Ex−OR gates to implement it and all the

basic gates are serially placed. As a result, the quantum cost of Toffoli gate is 5

and delay of Toffoli gate is 5∆.
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(b) Quantum circuit of Peres gate.
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(c) Fredkin gate.
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(d) Quantum circuit of Fredkin gate.
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(e) Modified Fredkin gate.
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(f) Quantum circuit of Modified Fredkin
gate.

Fig. 2.14: Popular reversible gates.

As the Toffoli gate is a universal reversible gate, it has a great importance in

reversible logic synthesis.

2.2.5.4 Peres Gate (PG)

A Peres gate (PG) [56] is a 3-input 3-output reversible gate which has the input-

output pattern as follows,

(A, B, C) ↔ (P = A, Q = A⊕B, R = AB ⊕ C),

where, A, B, C denote the input variables and P , Q, R denote the output variables,

respectively. Fig. 2.14(a) shows the Peres gate [56] and Fig. 2.14(b) shows the

quantum circuit of the Peres gate (PG).



Chapter 2 Background Studies 23

Peres gate requires two Controlled-V + gates, one Controlled-V gate and one Ex−

OR gate in its quantum circuit, therefore, the quantum cost of Peres gate is 4.

Actually, Peres Gate is the combination of Feynman Gate (FG) and Toffoli Gate

(TG) and Peres gate can simultaneously generate two output functions (from Q

and R). This gate is popular to construct the full-adder circuits or other circuits

which require an Ex-OR operation and the operations done by Toffoli gate, even

with the lower cost than that of Toffoli gate.

2.2.5.5 Fredkin Gate (FRG)

A Fredkin gate (FRG) [53] is a 3-input 3-output reversible gate which has the

input-output pattern as follows,

(A,B, C) ↔ (P = A, Q = A′B ⊕ AC, R = AB ⊕ A′C)

where, A, B, C denote the input variables and P , Q, R denote the output variables,

respectively.

Fig. 2.14(c) and Fig. 2.14(d) shows the block diagram and the quantum circuit of

Fredkin gate, respectively.

Quantum circuit of Fredkin gate consists of two dotted rectangles, one Controlled-

V gate, and two Ex-OR gates. Thus, the quantum cost of Fredkin gate is 5. Each

basic gates and symmetric patterns of those gate (Fig. 2.6 (e)-(h)) has unit cost

and unit delay. The arrangement of the basic quantum gates and their symmetric

patterns estimates the delay of Fredkin gate 5∆.

Fredkin gate also has its importance in reversible literature for generating one out-

put is direct as input and two other outputs as two different Boolean functions. It

is also called SWAP gate, as, if the first input is 1, the other two inputs swap in the

output. Another use of Fredkin gate is to construct the multiplexer circuits [57].
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2.2.5.6 Modified Fredkin Gate (MFRG)

A Modified Fredkin (MFRG) gate [57] is a 3-input 3-output reversible gate which

has the input-output pattern as follows,

(A, B, C) ↔ (P = A, Q = A′B ⊕ AC ′, R = AB ⊕ A′C)

where, A, B, C denote the input variables and P , Q, R denote the output vari-

ables, respectively. Fig. 2.14(e) and Fig. 2.14(f) are the block diagram and the

quantum circuit of Modified Fredkin (MFRG) gate, respectively. It is actually, the

modified version of 3-input 3-output Fredkin gate. When A=0, it does the same

as Fredkin gate.

Modified Fredkin gate consists of two dotted rectangles, one Controlled-V gate,

and one CNOT gates. Hence the quantum cost of Modified Fredkin gate is 4. The

arrangement of the quantum gates and their symmetric patterns in the quantum

circuit causes the delay of Modified Fredkin (MFRG) gate is 4∆.

2.3 Physical Implementation Methodologies of

Reversible Logic Circuits

Physical implementation of the reversible circuit plays a role to validate the cir-

cuit’s construction and its working principles. Among the implementation tech-

niques in literature, Charge Recovery Logic (CRL) is based on the explicit re-

versible pipelined logic gates [64], whereas, Split-level Charge Recovery Logic

(SCRL) is based on split-level voltages [65]. Several other implementation tech-

niques are Energy Recovery Logic (RERL) for ultra-low-energy consumption [66,

67] and nMOS Reversible Energy Recovery Logic (nRERL) [68]. The nano-

electronic and optoelectronic implementations of reversible gates are described

in [17, 69]. Besides, authors in [57, 70, 71, 72, 73] use a relatively new and ex-

tensively used idea which is Transistor Level Realization of reversible circuits.
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Authors in [72] describe several approaches for transistor level realization of basic

AND and OR operations. One possible way for implementing two transistors AND

or OR gate with VDD and GND (Fig. 2.15 (a) and (b)). This paper also describe

AND or OR without any VDD and GND (Fig. 2.15 (c) and (d)).
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Fig. 2.15: Transistor level realization of AND and OR gate.

Authors in [72] shows the transistor level realization of reversible four-transistor

Fredkin gate and six-transistor Toffoli. Later on, authors in [74] presents an im-

proved version of transistor level realization of reversible gates. The transistor-level

realization of Feynman and Toffoli gate according to this designs are in Fig. 2.16

(a), and (b). In this thesis, we follow this design procedure for transistor-level

realization of the proposed gates given in the Appendix B.

2.4 Overview of Programmable Logic Devices

Reconfigurability of Programmable Logic Devices makes the prominent use of it

in designing digital circuits. A logic gate has a fixed function, whereas, PLD

has an undefined function. A PLD has to be programmed before to use it. While

designing a digital circuit, a question may arise, which one is preferable to use; logic

gates or PLD? Each of these devices has its own complexity such as area, power,
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(b) Toffoli gate.

Fig. 2.16: Transistor level realization of reversible gate [74].

density, and implementation cost. Cosequently, the choice will depend on the

particular circuit’s requirement. Some application use fixed logic gates while other

needs consideration. For example, the design of a simple circuit, which requires few

logic gates, may be implemented with fixed logic gate, whereas, a complex circuit,

considering the complexity, can be developed by using PLD [75]. According to

this author, followings are the characteristics and aptitude of programmable logic:

• A PLD is suited for all designs of different size.

• Prototype designs as well as final applicable designs can use the PLDs.

• The designs that might require modification also can use PLDs.

• It is easy to change the designs made by a PLD without changing the circuit

hardware and wiring.

• circuits designed by PLDs can use simple tools like the Boolean logic, the

Karnaugh map techniques, and the hardware description languages such as

VHDL and Verilog HDL.

• Combinational logic designs, sequential logic designs and memory designs,

etc., all suits the PLDs
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PLDs have a wide range of application including Glue Logic, State Machines,

Synchronization, Decoders, Counters, Bus Interfaces, Parallel-to-Serial conversion,

Serial-to-Parallel Conversion, Subsystems and many others. For these extensive

varieties of utility, PLD is the right choice for the development and amendment.

2.4.1 Classification of PLDs

There are variety of PLD both in architecture and functionality. Fig. 2.17 shows

a pictorial view of the classification of the PLD. Among the different PLDs, PLA

and FPGA are the most popular to construct the circuits. This section has a brief

description of these two PLDs.

Fig. 2.17: Classification of the Programmable Logic Devices.

2.4.2 The General Architecture of Programmable Logic

Array (PLA)

Architecturally, the PLA has two programmable planes: AND-plane and OR-plane

(Fig. 2.18(a)).

The AND-plane consists of programmable interconnect along with AND gates.

The OR-plane consists of programmable interconnect along with OR gates. In

Fig. 2.18(a), there are three inputs to the PLA and three outputs from the PLA.

Each of the inputs connects an AND gate with any of the other input by connecting

the crossover point of the vertical and horizontal interconnect lines in the AND

gate programmable interconnect. Initially, the crossover points are not electrically
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(b) AND-Ex-OR array.

Fig. 2.18: The architecture of irreversible Programmable Logic Array.
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connected, however, configuring the PLA with connects particular crossover points

together.

In this figure, the AND gate is connected with a single line to the input. This

view is by convention, still, this also means that any of the inputs (vertical lines)

can be connected. When the OR-plane Ex-OR, it is called AND-Ex-OR PLA.

Fig. 2.18(b) shows the architecture of AND-Ex-OR PLA.

2.4.3 The General Architecture of FPGA

Architecturally, FPGAs consist of an array of programmable logic blocks and a

hierarchy of reconfigurable interconnects that allow the blocks to be wired to-

gether [76]. Other than the logic block and interconnection, FPGA has input-

output blocks for external communication. This logic blocks implements different

combinational and sequential logic functions. Manufacturers configure the logic

blocks of an FPGA in such a way that they can provide functionality as that of

transistor or as complex as that of a microprocessor. The core component of the

logic blocks of an FPGA can be a transistor pairs, combinational gates like basic

NAND gates or Ex-OR gates, look-up tables, multiplexers or even a wide fan-in

AND-OR structure which are connected to each other to implement desired func-

tion. Fig. 2.19 shows the architecture of an FPGA with the magnified view of

different parts.

As the logic blocks execute the basic logical and arithmetic calculations, they are

the most significant parts of an FPGA. There are several type of Logic Blocks in

the literature. The Altra Logic Block [77] evolved from the PLA-based architec-

ture consists of wide fan-in AND gates feeding into an OR gate. This configuration

has disadvantage as it use pull-up devices that consume static power. An array

full of these pull-ups will consume significant amount of power [76].
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Fig. 2.19: Different parts of an FPGA.

The advantage of a Look-up tables [78, 79, 80] is that they exhibit high func-

tionality. A K-input LUT can implement any function of K inputs and there are

22
K
such functions, however, they are unacceptably large for more than about five

inputs, since the number of memory cells needed for a K-input lookup table is

2K . Though the number of implementable functions increase very fast, they all

are not commonly used in logic designs and are also difficult to exploit for a logic

synthesis tool. Hence, there is waste of LUTs.

Though the Actel Logic Block [81, 82] and the Quicklogic Logic Block [83] contain

multiplexers which also provide large degree of functionality, they achieve at the

expense of a large number of inputs.

However, the Plessey Logic Block [84] (Fig. 2.19) based on NAND unit along with

other clusters of components (e.g., Random Access Memories, multiplexers and

latches) can overcome the former difficulties [78, 79, 80, 84, 85, 86, 87, 88].
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In this thesis, we emphasize on the compactness of the physical architecture of

Logic Block and Plessey Logic Block is the right choice.

2.5 Summary

This chapter presents a brief study on the basic terminologies on reversible logic.

It also includes a short overview on programmable logic devices. Next chapter

deals with the design issues of the reversible Programmable Logic Array and then

some solutions are proposed to mitigate the deign issues.

Ideal Computer PC-1
Textbox
Chapter 2 Background Studies



Chapter 3

Reversible Programmable Logic

Array

3.1 Introduction

In the previous chapter, we gave the descriptions of the basic terminologies regard-

ing reversible logic synthesis and programmable logic devices. In this chapter, we

explore an efficient design methodology of the reversible Programmable Logic Ar-

ray (RPLA).

An elegant solution to the mapping of irregular combinational logic function into

a regular structure is provided by Programmable Logic Array. This array logic

is based on AND, OR and NOT synthesis to implement SOP or POS, whereas

reversible logic prefers Ex-OR operation as well as Exclusive Sum-of-Product

(ESOP) synthesis. ESOP synthesis gives out better result than SOP realization

where many useful methods are proposed for minimizing multi-output Boolean

functions into ESOP form [45, 89]. This chapter has proposed a new approach of

designing RPLA for ESOP synthesis.

32
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3.2 Contribution

The key contributions of this Chapter are as follows:

• We propose a low cost 3× 3 reversible universal Tara-Babu (TB) Gate.

• Then we develop a heuristic algorithm to sort and realize the product terms.

• We enables the sharing-property of the internal sub-products by using the

proposed algorithm to reduce the number of gates, garbage outputs and

quantum cost.

• The proposed algorithm also reorders the output functions to make the cir-

cuit optimum.

• Finally, we analyze the performance of the proposed algorithm by using

MCNC benchmark functions with compared to other existing designs.

3.3 Organization of the Chapter

The organization of rest of the chapter is as follows: in Section 3.4, we explore

the existing works in the relevant literature; while Section 3.5.1 proposes the re-

versible Tara-Babu gate. Then, Section 3.5.2 describes the proposed AND plane,

Section 3.5.3 describes the proposed Ex-OR plane and Section 3.6 describes the

implementation of the proposed RPLA. We Simulate the proposed circuits and

evaluate the performance of the circuits using the proposed algorithm in Sec-

tion 3.7, whereas, Section 3.8 summarizes the whole chapter.
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3.4 Related Works on RPLA

The Boolean function’s expression are of three forms, SOP, POS or ESOP form.

SOP, POS, and ESOP stand for Sum-of-Products, Products-of-Sum, and Exclusive-

Sum-of-Products respectively. A SOP expression is as follows:

FSOP = X1 +X2 + · · ·+Xn (3.1)

Where, Xi is a minterm of one or more literals or product of some minterms, for

1 < i <= n.

On the other hand, SOP expression is

FPOS = Y1Y2 . . . Ym (3.2)

Where Yj is a maxterm of one or more literals or sum of some maxterms, for

1 < j ≤ m.

ESOP stands for Exclusive-OR-Sum-of-Product, which can be expressed as

FESOP = X1 ⊕X2 ⊕ · · · ⊕Xn (3.3)

Where Xi is a minterm of one or more literals or product of some minterms, for

1 < i ≤ n and F is Ex-OR-ed with n terms.

Example 15. Equation 3.4 shows an example of SOP expression, Equation 3.5 is

a POS expression, and Equation 3.6 shows an example of ESOP expression .

F1 = AB′ + A′BC ′ + AC ′ (3.4)

F2 = (A′ +B).(A+B′ + C)(A′ + C) (3.5)

F3 = A′B′ ⊕ ABC ⊕ C ′ (3.6)
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Programmable Logic Array realizes the irregular logic function into a regular struc-

ture by using both the SOP and ESOP form. However, among all the forms even in,

as shown in the example 15, the ESOP is compact and hence cost effective [90, 91].

We can get the ESOP form from the SOP form by using EXORCISM4 [92]. Au-

thors in [90] generate the minimal ESOP and use to synthesize the reversible logic.

They wants to take advantage of shared minterms to minimize the garbage out-

puts. However, in this way, several other minterms cause more garbage outputs.

Factorization of ESOP may benefit from this synthesis approach but has penalties

regarding the number of gates and garbage outputs. The minimal form of ESOP

is also used in [44]. They use a different technique. This technique focuses on

rearranging the products in ascending order according to the decimal value of the

product terms. Then, an algorithm is provided in which each step consider a con-

figuration of the Toffoli gate. Though this method overcomes the penalties of the

method in [90], it suffers from time complexity described in [46]. However, the

design in [46] still follows the conventional architecture (both complement and

non-complement lines for copying input variables) of Programmable Logic Array.

Authors in [47] replace the complement and non-complement lines by one line.

This design uses Fredkin gates in AND plane of RPLA for AND operations and

F2G in Ex-OR plane of RPLA for Ex-OR operations. Though eliminating of

one line makes this design enhance, using these two gates elevates the number of

garbage and quantum cost. Parallel research on RPLA in [48] also attempt to

design the RPLA which minimize the cost, however, maximize the garbage output

than [47].

Analyzing all these, this chapter proposes an efficient RPLA for ESOP synthe-

sis which reduces the cost metrics.
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3.5 Proposed RPLA

This section describes the proposed design of Reversible Programmable Logic Ar-

ray (RPLA). On the way to design the RPLA, this dissertation assumes that the

functions are already been minimized and available in ESOP form. Still then, dif-

ferent output functions of multi-output ESOP may have some common products

and sub-products. Sharing these products or sub-products in RPLA is advanta-

geous. For this reason, we propose a reversible gate namely Tara-Babu (TB) gate

in Section 3.5.1. This gate enables the product-sharing property. Section 3.5.2

describes the proposed method to generate the AND-plane, whereas, Section 3.5.3

focuses on the generation of the Ex-OR-plane. Finally, Section 3.6 describes the

implementation of the proposed RPLA with these AND-plane and Ex-OR-plane.

3.5.1 Proposed Reversible Tara-Babu (TB) Gate

This section presents the proposed gate namely Tara-Babu (TB) which we use for

the AND operation in AND Plane. Let, A,B,and C are the inputs and P,Q,and

R are the outputs of TB gate, then the relationship between inputs and outputs are

(P,Q,R)↔ (A⊕B,BC ′ ⊕ AC,B′C ⊕ AC ′).
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Fig. 3.1: Proposed reversible TB gate : (a)block diagram (b) quantum circuit.

Fig. 3.1 (a) and Fig. 3.1 (b) shows the block diagram and the quantum circuit of

TB gate, respectively and Table 3.1 proves the reversibility of the proposed gate.

Quantum cost of the proposed TB gate is 4 and the delay of this gate is 4∆ which

is the least in the literature for generating two AND terms simultaneously.
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Table 3.1: Truth table of the proposed reversible TB gate

Input Output
A B C P = A⊕B Q = BC ′ ⊕ AC R = B′C ⊕ AC ′

0 0 0 0 0 0
0 0 1 0 0 1
0 1 0 1 1 0
0 1 1 1 0 0
1 0 0 1 0 1
1 0 1 1 1 1
1 1 0 0 1 1
1 1 1 0 1 0

The proposed reversible TB gate is a universal gate as it can implement all basic

boolean functions (AND, OR, NOT Ex-OR) by using one TB gate and com-

pound functions (NAND and NOR) by using two cascaded TB gates. Fig. 3.2

(a) shows the utilization of TB gate as AND and OR gates, Fig. 3.2(b) shows the

implementation of NOT gate. Afterward, Fig. 3.2(c) presents the Ex-OR function

and Fig. 3.2(d) depicts the copy property to solve the fan-out problem. Finally,

Fig. 3.2(e) and Fig. 3.2(f) show the NAND function and the NOR function by

cascading two TB gates, respectively. Besides, Fig. 3.3 shows the AND terms

generated by the TB gate.
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Fig. 3.2: Implementation of all boolean functions using the proposed reversible
TB gate.
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Fig. 3.3: Different AND terms produced simultaneously by the proposed TB
gate.

3.5.2 Proposed AND-plane of RPLA

In the AND plane, the combination of the F2G and TB gates generate all forms

of the product of two variables and hence eliminate the necessity of dedicated

line to complement the input literals. These two gates also propagate the input

variables or its complement. (Fig. 3.4(a)-(h)) The elimination of complement line
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Fig. 3.4: Different combinations of the F2G and TB gates.

and properties of used gates in AND plane reduce the number of gates. Besides, the

simultaneous realization of two product terms of first two variables(Fig. 3.4(a)-(d))

enables the sharing property of sub- products, which ensure the further reduction

of gates. For the product terms of more than two variables, one TB gate is added
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whenever a sigle literal is appended. In this situation, two cases may arise, the

product terms may have any of the two forms Xy’ or Xy, where, ’X’ represent

the previous generated terms and ’y’ represents the latest appended variable. The

configuration of TB gate in Fig. 3.4(e) is used for the former one and Fig. 3.4(f)

is used for the later one. The minimization technique for the number of gates also

influence the AND plane to design with less garbage and low quantum cost.

Example 16 explores the construction of the RPLA of a multi-output function

based on the proposed algorithm (Algorithm 1). In this algorithm, line 3-7 de-

scribe the sorting procedure based on the products’ frequency and their sharing

affinity property, whereas, line 9-23 describe the procedure of product realization.

Afterwads, line 18, 19 ensure the sharing phenomena by the proposed gate and

the use of DOT indicates no gate is required in that percular case.

Definition 1. The Frequency of a product term is the number of output func-

tions that share the product term.

Definition 2. The cross point in RPLA, in which no gate is used, is termed as

DOT.

Example 16. Consider the following ESOP functions:

F1 = AB′C ⊕ A′B

F2 = A′B′C ⊕ AC

F3 = AB′C ⊕BC ′ ⊕ A′B (3.7)

F4 = AC

F5 = BC ′ ⊕ A′B ⊕ AC

In Equ. 3.7, the output functions F1, F3 & F5 share A′B, hence, the frequency of

A′B is 3, whereas, the frequency of A′B′C is one, as it is only in F2. Table 3.2

shows the frequency of each product term of the functions in Equ. 3.7. Now

following the Algorithm 1 we construct the proposed AND plane of RPLA for

multi-output ESOP functions( shown in Fig. 3.5).



Chapter 3 Reversible Programmable Logic Array 40

Algorithm 1: The proposed algorithm to construct the AND-plane of RPLA

Input : Several Benchmark Functions
Output: Number of gates used and number of garbage outputs produced to

realize AND plane of RPLA

1 begin
2 i = input, o = output
3 Sort the products in ascending form based on their frequency of a

benchmark function, then their index.
4 If Product X and Y have the same frequency and index(y)= index(x) +1,

realize product Y prior to the product X if all the conditions hold:
5 i. Both X and Y are the part of same output function Op.
6 ii. X is the first product of Op and Y is the second product of Op and not

shared by any other output function Oq, where p < q < = O, O denotes
the number of output functions.

7 If Inj is not the first input variable and used in product X, then produce
product X in later.

8 Set DOT := 0,Gtc := 0, Gbc:= 0; where Gtc=no.of total gates and
Gbc=no.of total garbage outputs; Put all literals into the stack

9 while for each ordered product (Pi) do
10 if Ini is the first variable of Product(Pi) then
11 if Ini or In′

i is used only once in total AND plane then
12 DOT + + ; Update Stack;
13 else if Ini or In′

i is used only twice then
14 Apply FG gate; Gtc++;
15 else

16 Apply F2G gate; Gtc++;

17 else if Ini or In′
i is the second variable of Product (Pi) then

18 if current sub-product is in the form In1′ .In2 or In1.In2′ and
complementary sub-product is already produced then

19 DOT + + ; Update Stack;
20 else

21 Apply TB Gate; Gtc++; Update Stack;

22 else

23 Apply TB Gate; Gtc++; Gbc++; Update Stack;

24 end while

25 end

3.5.3 Proposed Ex-OR-plane of RPLA

AND plane generates the product terms of each functions, then Ex-OR plane

performs the Ex-OR operations among the corresponding terms of and individual
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Table 3.2: Frequency table for the ESOP functions in Equ. 3.7

Product Frequency

A′B′C 1

A′B 3

AB′C 2

AC 3

BC ′ 2

output function. Suitable choice of the order of the output functions play a signifi-

cant role in construction of a minimize circuit. Elimination of the fan-out problem

is also considered as multiple use of a particular terms may occur. Keeping in

mind, these two consideration, we develop a heuristic approach in Algorithm 2 to

construct the Ex-OR plane. In this Algorithm, Line 4-5 set a specific condition

for ordering. Line 10-11 indicate, if there is a product term which is a first term

of a function and is used for single time (frequency 1), the DOT is used indicating

no gate is required for this term (There are four DOTs in Fig. 3.6). Line 12, 13

indicate if the first product is shared by other functions (Frequency more than 1),

a FG is required (Upper most FG for F1), whereas, if Fi is the last function that

shares any previously used product term, a FG is required as well as a garbage bit

is counted (BC’ in F5, right bottom FG in Fig. 3.6). Line 13, 16, 20 returns the

number of FG gates and Line 17 returns the number of garbage outputs. Fig. 3.6

shows the constructed Ex-OR plane for Equ. 3.7.

3.6 Implementation of the proposed RPLA

By using Algorithms 1 and 2, the realization of the proposed RPLA is shown in

Fig. 3.7. In Algorithm 2, Feynman gate is used to mitigate the fanout problem.

According to the proposed algorithms our RPLA requires 14 gates and it produces

6 garbage outputs for the ESOP given in Equ. 3.7.
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As the proposed RPLA is constructed by using only the reverible gate, is main-

taintains the revesibility of itself. The Fig. 3.7 ensures that the whole circuit is

reversible by showing that it preserve the equal number of input and output. In

this case, the number of input is 12 and the number of output is also 12.

The Theorem 3.6.1- Theorem 3.6.4 describe the properties of the proposed gener-

alized RPLA.
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Fig. 3.5: The proposed AND-plane of RPLA for multi-output ESOP functions
given in Equ. 3.7.
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Algorithm 2: The proposed algorithm to construct the Ex-OR plane of RPLA

Input : Several Benchmark Functions
Output: Number of gate used and number of garbage produced to realize

Ex-OR plane of RPLA circuit.

1 begin
2 i = input, o = output
3 For each output Functions Fi

4 if Fi has only one product then
5 generate Fi at last
6 Loop
7 For each product Pj of Fi

8 Loop
9 if Pj is the first product in Fi then

10 if Freq(Pj) = 1 then

11 Place DOT; else

12 Place Gate FG;
13 Gtc++;

14 else if Fi is the last function that shares Pj then
15 Place Gate FG;
16 Gtc++;
17 Gbc++;

18 else

19 Place Gate FG;
20 Gtc++;

21 end

Theorem 3.6.1. The AND plane of RPLA requires no more than q TB gates.

Where, q denotes the total number of 2-input AND operations among the literals

of the distinct product-terms.

Proof. Let, there are q number of 2-input AND operations for p products of a

ESOP function. TB gate generates three different 2-input AND operations. Two

of them are simultaneously generated. When, we use these two AND terms in the

AND plane, AND plane of RPLA requires less number of TB gates. Otherwise,

AND plane of RPLA requires q number of TB gates.

Therefore, the maximum number of TB gates to construct the AND plane of

RPLA is q. (Proved)
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Fig. 3.6: The Proposed Ex-OR plane of RPLA for multi-output ESOP func-
tions given in Equ. 3.7.

Example 17. Fig. 3.5 shows an RPLA which has total q=7 AND operations.

The AND-plane requires only 6 TB gates by sharing property, which is less than

q. If there will no scope of sharing, the AND-plane requires 7 TB gate, which is

the maximum number of TB gate used and that is equal q for this example.

Theorem 3.6.2. The AND plane of RPLA produces no more than i+q-DOT

garbage outputs. Where, q denotes the total number of 2-input AND operations

among the literals of the distinct product-terms, i denotes the number of input

variables of RPLA, and DOT denotes the number of cross-points in the AND

plane of RPLA.

Proof. The TB gate is a 3 × 3 gate, and each gate generates maximum 2 garbage

outputs. One is responsible for propagating the input-variable, another one is an
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Fig. 3.7: The proposed reversible Programmble Logic Array for Equ. 3.7

unused AND term. If the propagating input variables are no longer used (after

last use of input-variables), then they increase the number of garbage outputs

by i−DOTin−var, where, DOTin−var denotes the DOTs for used propagating the

input-variables.

Each unused AND terms of TB gate increase the number of garbage outputs by

q −DOTAND, where, DOTAND denotes the DOTs for used AND terms.

Sharing the AND terms as well as used propagated input-variables (denoted by
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DOTs) decreases the number of garbage outputs.

Hence, the total number of garbage outputs = i−DOTin−var +q −DOTAND.

=i+ q−DOT Therefore, the AND plane of RPLA produces no more than i+ q−

DOT garbage outputs. (Proved)

Example 18. The products of ESOP function given in Equ. 3.7 has total 7 AND

operations, and 3 inputs. By adopting the sharing-Property, in the proposed ar-

chitecture of RPLA, the number of DOTs reaches at 4 and the number of garbage

outputs at 6. Thus, the theorem holds for this example.

Theorem 3.6.3. The Ex-OR plane of RPLA requires no more than n − DOT

gates. Where, n denotes the total number of product terms, and DOT denotes the

number of cross-points in the OR plane of RPLA.

Proof. Ex-OR plane uses Feynman gates for Ex-OR operations. This reversible

gate has two inputs and two outputs. If any of the products are not used further,

then a DOT is placed otherwise a gate is used. For example, if there is only

two product-terms are Ex-ORed in Ex-OR plane, Ex-OR plane requires only one

Feynman gate, and there is one DOT. In this way, the number of Feynman gates

in Ex-OR plane of RPLA can be reduced by DOT. As Feynman gates are used

for both propagation and Ex-OR operations, the total number of Feynman gates

in the Ex-OR plane of RPLA is n-DOT.

Therefore, the Ex-OR plane of RPLA requires no more than n − DOT gates.

(Proved)

Example 19. For multi-output function F in Equ. 3.7, the total number of

product-terms is 11, and the number of DOT is 4 in Fig. 3.6. Hence, the number

of Feynman gates is n−DOT = 11− 4 = 7, which holds the Theorem 3.6.3.
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Theorem 3.6.4. The Ex-OR plane of RPLA produces no more than p-DOT

garbage outputs. Where, p denotes the number of distinct products, and DOT be

the number of total cross-points in the Ex-OR plane.

Proof. Ex-OR plane uses Feynman gates for Ex-OR operations. This reversible

gate has two inputs and two outputs. Here, one output is the horizontally prop-

agated product-term, and another one is the Ex-ORed of the two consecutive

product-terms vertically. If any of the distinct products are not used further, then

a DOT is placed otherwise a gate is used. In this way, the number of garbage

outputs of Feynman gates in Ex-OR plane of RPLA can be reduced by DOT.

Moreover, the Ex-ORed term is propagated vertically to the next Feynman gate

to be EX-ORed with another product-term, and finally, we get the output of a

particular function. Therefore, the total number of possible garbage outputs in

the Ex-OR plane of RPLA is p-DOT. (Proved)

Example 20. Consider Fig. 3.6 for multi-output function F in Equ. 3.7. In

Fig. 3.6, the number of distinct products (p) is 5, the number of cross-points

(DOT) is 4, and the number of garbage outputs is 1 (p − DOT = 5 − 4 = 1),

which holds the Theorem 3.6.4.

3.7 Simulation and Performance Evaluation

In this section, the proposed reversible TB gate and the proposed RPLA for a

given ESOP function are simulated and the performance is analyzed to discover

the efficiency of the proposed design of RPLA.

3.7.1 Simulation Environment

Our proposed algorithms for realization and minimization of RPLA have been

written using language C and have tested extensively on windows microcomputer.

The simulations of the proposed circuits are done using DSCH 3.5 [93] software on

a computer, which has the Intel(R) Core(TM) i7 CPU with 2.50 GHz Clock Speed
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and 8.00 GB RAM. During the execution, it was ensured that no other application

is running.

3.7.2 Simulation Results

Fig. 3.8 shows the simulation result of TB gate. This waveform reveals that the

TB gate works correctly as the waveform reflexes the input-output combinations

properly. Moreover, Fig. 3.9 represents the implemented RPLA (for ESOP func-

tions of Equ. 3.7) in DSCH [93]. The simulation result of this proposed RPLA

(Fig. 3.10) exposes the functional responses of the Equ. 3.7 .

Fig. 3.8: Simulation of the proposed TB gate.

3.7.3 Performance Metrics

We consider five criteria as the metrics of the performance analysis of RPLA. Brief

description of these metrics are given below.

• Gates: Reversible gates are used to design a specific circuit. Accumulating

all the gates and counting the total number of gates will be found. This is

a performance metric of reversible circuits. Less number of required gate

certifies the high performance of the circuit.

• Garbage outputs: Garbage output is measured by counting the unused out-

put of a circuit. By accumulating all the garbage outputs, we can find the
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Fig. 3.9: Architecture of the proposed RPLA for ESOP functions given in
Equ. 3.7 at physical-lavel in DSCH 3.5 [93].

total number of garbage outputs. The minimum value of garbage outputs

proves the efficiency of the design.

• Quantum Cost: It is one of the primary performance metrics of the reversible

circuit. The quantum cost of a reversible gate is the cumulative number

of NOT , Controlled-V , Controlled-V +, and CNOT gates required in its

implementation.

• Area: The area of a logic circuit means the total area accumulated by the

individual circuit element. Microwind [94] can be used to calculate the area

of each individual element. As an example, if a circuit consists of n gates
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Fig. 3.10: Simulation of the proposed RPLA for ESOP functions (Equ. 3.7).

with area A1, A2,..., An, then the area (A) of that circuit is as follows-

A =
n∑

i=1

Ai (3.8)

Using Microwind [94], we can find the area of a 4:1 multiplexer (which has

three Modified Fredkin gate). The area of a Modified Fredkin gate 0.00152

mm2 and hence, the total area of 4:1 multiplexer is 0.00456 mm2.

• Power: The power consumption of a logic circuit means the total power

consumption by the individual circuit elements. Power of the reversible

circuit can be calculated using DSCH 3.5 [93] and Microwind 3.5 [94]. The

transistors or pass transistors are used to design the corresponding circuit

in DSCH. Then power can be estimated by using Microwind.
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3.7.4 Performance Analysis

Table 3.3 shows the experimental results comparing our proposed method with

the methods presented in [46, 47] and [48] in terms of the number of gates, the

number of garbage outputs and the quantum cost for ESOP functions given in

Equ. 3.7. Table 3.4-Table 3.6 show the comparison among the various methods to

Table 3.3: Comparison of the proposed and the existing RPLA for the ESOP
functions in Equ. 3.7

Method Gate Garbage Quantum Cost

Existing [46] 19 11 47
Existing [47] 18 7 39
Existing [48] 17 19 55
Proposed 14 6 31

realize the RPLA for ESOP expression of some particular benchmark functions.

The tables reveals that our method has effective results for these particular func-

tions. Each benchmark function has a different format in respect to the number of

inputs, number of outputs, number of product terms and pattern of product terms

and there is no straight-forward algorithm to minimize the performance metrics,

however, the optimum result from our proposed algorithm outcomes due to the

four reasons:

1. The first reason is the elimination of complementary lines, which by default

eliminates the use of NOT gate

2. Second, generation of sharable two sub-products

3. Sharing property also eliminate the use of the gate used for copy any literals

(as the first input of the shared term need not be copied).

4. Finally, ordering the output functions also has an impact on the reduction

of the performances metrics.



Chapter 3 Reversible Programmable Logic Array 52

For a more specific example, the benchmark function sao2 has 10 inputs, 4 outputs,

28 product terms, and there are 202 AND operations. All the reasons mentioned

above directly have an impact on the realization sao2 function.

Table 3.4: Comparison of the proposed and the existing RPLAs by using
MCNC Benchmark functions in terms of the total number of gate.

Function Name Existing [46] Existing [47] Existing [48] Proposed
5xp1 170 140 166 136
9sym 439 402 427 396
adr3 69 58 67 58
b12 170 147 159 144
bw 350 296 305 296

duke2 931 914 941 902
z5xp1 171 152 167 148
sao2 291 268 384 161
rd53 55 48 56 46
rd84 321 296 328 286
xor5 9 4 8 4

In case of gate reduction (Table 3.4), in the proposed method, sao2 function needs

10 F2G for the copy operation, 197 TB gates for AND operation, while 5 (five)

other AND operations eliminated by sharing sub-products, and finally, it needs 54

FG gates for EXOR operation. On the other hand, the method in [48] requires

24 FG gate for copy, 202 MUX gate for AND operation and 58 FG gate for

EXOR operation. Similarly, the method in [46] requires 291 gates and [47] requires

268 gates. The use of F2G, TB gate in AND plane and the product generation

procedure, output ordering all together outcome in reduction of the gate in the

proposed method.

It is evident that the proposed method does not assure the gate reduction for every

benchmark function, for example, for adr3, bw and xor5 the proposed method and

the method in [47] gives the same result, and in some cases the improvements are

marginal, for example, duke2 has an improvement of only 3.11%, 1.31% and 4.14%
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Table 3.5: Comparison of the proposed and the existing RPLAs by using
MCNC Benchmark functions in terms of the total number of garbage outputs).

Function Name Existing [46] Existing [47] Existing [48] Proposed
5xp1 80 157 112 102
9sym 330 411 385 354
adr3 50 61 48 40
b12 90 151 132 115
bw 46 293 64 55

duke2 579 923 667 635
z5xp1 85 153 114 97
sao2 243 274 236 115
rd53 23 50 42 33
rd84 269 187 265 115
xor5 4 8 8 4

with respect to [46, 47], and [48]. On the other hand, in some cases the proposed

method shows a significant improvement, such as for 5xp1, the proposed method

has an improvement of 20% and 18.07%, for sao2 the improvement is 10.31% and

32.03%, and for xor5, the improvement is 50.00%, and 55.56% compared to [48]

and [46], respectively.

In case of garbage output reduction(Table 3.5), though the proposed method does

not outperform compared to [46] in all cases, our method produces 20% and 57.25%

less garbage output for adr3 and rd84, respectively. Then, the proposed method

reduces the garbage output up to 56% with an average 19.75% improvement to [48]

and up to 50% with an average 32.75% improvement to [47].

Then, Table 3.6 indicates a significant reduction of quantum cost to all existing

designs [46, 47, 48]. The proposed method reduces the quantum cost up to 55%

with an average 21.22% improvement to [46], up to 50% with an average 14.74%

improvement to [47], while, in some cases, the proposed method deteriorates

to [47].

In a nutshell, analyzing all the particular benchmark function, we can conclude
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Table 3.6: Comparison of the proposed and the existing RPLAs by using
MCNC Benchmark functions in terms of quantum cost).

Function Name Existing [46] Existing [47] Existing [48] Proposed
5xp1 508 468 418 402
9sym 1737 1456 1405 1377
adr3 189 176 157 155
b12 562 490 453 546
bw 499 686 446 448

duke2 3361 3024 2735 2704
z5xp1 519 476 425 411
sao2 1099 940 890 862
rd53 162 148 134 126
rd84 1132 992 928 893
xor5 9 8 8 4

Table 3.7: Area requirement and power consumption of the different MCNC
benchmark circuits by using the proposed method

Name of the benchmark circuits Area (µm2) Power (mW )
5xp1 692.64 96.2
9sym 2427.84 337.2
adr3 266.4 37
b12 764.64 106.2
bw 712.8 99

duke2 4733.28 657.4
z5xp1 721.44 100.2
sao2 1524.96 211.8
rd53 210.24 29.2
rd84 1546.56 214.8
xor5 5.76 0.8

that the proposed algorithm works well to reduce the number of cost metrics for

ESOP functions if there is an opportunity of sharing the initial sub-products.

Area needed by the different MCNC benchmark circuits designed by the pro-

posed gates are guaranteed by using Equation 3.8. The power consumption by the

circuits are generated using Microwind 3.5 [94] which are shown in Table 3.7.

Based on the information of Table 3.4, Table 3.5 and Table 3.6, some graphical
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gates.
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interpretations are drawn in Fig. 3.11, Fig. 3.11,and Fig. 3.13.

These graphs represent the value of performance metrics of the corresponding

benchmark functions, where, red triangles on red lines indicate the values of the

proposed method. It is clear that, most of the cases, the number of gate, garbage

output and the quantum cost are lower than the corresponding metrics of the

existing designs. More specifically, for sao2 function, the proposed method has 862

quantum cost, whereas, the method in [48], [47] and [46] have quantum cost 890,

940, and 1099, respectively, which implies the improvement in terms of quantum

cost are 3.24%, 9.05%, 27.49% with respect to [48], [47] and [46]. Though the

improvement (for different function and for different performance metrics) varies,

we can observe the improvement from the graphs and calculate the value from the

performance tables.

3.8 Summary

This chapter focuses on the detailed architecture of the proposed RPLA as well

as existing design procedures of the RPLA. We discuss the proposed design with

its complexities elaborately here. This chapter also provides the simulation of
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the proposed designs and performance analysis of the proposed design compared

with the other existing designs. The next chapter provides the design issues of

reversible Field Programmable Gate Array and we develop some solutions those

can mitigate the challenges.
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Chapter 4

Reversible Field Programmable

Gate Array

4.1 Introduction

In the previous chapter, we focus on the design procedure of the reversible Pro-

grammable Logic Array. In this chapter, we emphasis on the design of the re-

versible Field-Programmable Gate Array.

Field Programmable Gate Arrays (FPGAs) are the preeminent alternative to the

Application Specific Integrated Circuit (ASIC) and Mask Programmable Gate

Arrays (MPGAs) by providing re-programmability, higher speed, higher density,

zero recurring engineering costs and massive parallel operations. Architecturally,

FPGA is an array of programmable logic blocks and interconnections. These logic

blocks are used to implement the sequential and complex combinational functions.

As the blocks can be reconfigured, they influence the speed and density of an

FPGA [85]. Look-Up Table (LUT) and Plessey are the most popular SRAM-based

logic blocks. The former one has the exponential growth of complexity with respect

to inputs. However, the later one overcomes these difficulties through clusters of

components e.g., NAND units, Random Access Memories, multiplexers and latches

58
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[76, 84]. Overwhelmed opportunities of FPGAs and energy saving characteristics

of reversible logic have caught the eyes of the researchers to design the FPGAs in

power recurring ways leads the design of the reversible FPGAs [50, 51, 52]. All

of them have designed the FPGA’s core part ’Plessey Logic Block’ in reversible

way by using different number, different type of gates as well as they have used

different algorithms to construct the components of the Logic Block. This chapter

has proposed an efficient reversible Plessey Logic Block for FPGA.

4.2 Contribution

The key contributions of this chapter are summarized as follows:

• We design each individual component of Plessey logic block of FPGA such

as reversible D-Latch, reversible Decoder, reversible Multiplexer, reversible

Master-Slave Flip-Flop, and reversible RAM separately.

• We optimize the proposed components in terms of the number of gates,

garbage outputs, quantum cost, and delay.

• We also optimize the proposed components in terms of the area and power

to ensure the power efficiency.

• We proposed Two 4×4 reversible gates, namely HNF (Hafiz-Naz-Flip-Flop)

gate and HND (Hafiz-Naz-Decoder) gate, are proposed to achieve the opti-

mization goal.

• We develope algorithms, lemmas, and theorems to certify the novelty and

scalability of the proposed design.

• Finally, the proposed reversible Plessey (4×2) Logic Block of FPGA is com-

pared with the existing designs. The comparative result proves the efficacy

and novelty of the proposed design.
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4.3 Organization of the Chapter

The rest of the chapter is organized as follows: Section 4.4 explores the existing

works in the relevant literature; while Section 4.6.1, 4.6.2, and 4.6.3 propose

different components of the reversible Field Programmable Gate Array such as

reversible D-Latch, reversible Master-Slave Flip-Flop, and reversible Decoder, re-

spectively. Then, Section 4.6.4 describes the construction procedure and function-

ality of proposed reversible Random Access Memory. We propose the reversible

Multiplexer and NAND unit in Section 4.6.5 and Section 4.6.6, whereas, we as-

semble the components of reversible Field Programmable Gate Array and describe

its properties in Section 4.7. Section 4.8 depicts the simulation and performance

evaluations, and finally, Section 4.9 summarizes the whole chapter.

4.4 Related Works on Reversible FPGA

Reversible Plessey Logic Block of FPGA is first attempted in [50]. In this design,

authors used reversible Feynman gate (FG), Toffoli gates (TG), BSP gate, and

NH gate. The quantum cost of the used gate, such as reversible BSP gate, is not

analyzed even. Besides, the quantum circuit of NH gate shows that the quantum

cost of NH gate is 6. Therefore, the quantum circuit of NH gate is wrongly de-

signed or the claim of having 4 quantum cost is incorrect.

Later on, an improved version of Reversible FPGA is proposed in [51]. In this

design, MUX gate, Fredkin gate and Peres gates along with the Feynman gate

and Toffoli gates are used. Quantum cost of these gates is 4, 5, 4, 1 and 5, respec-

tively. Though this design is an enhanced method of the former one, the authors

did not compare the each component of FPGA comprehensively, not even with the

previous design presented in [50]. Only the design of n:1 multiplexer and D-Latch

are compared with the counterparts. The authors of [51] compared their design
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with only one paper. Therefore, the novelty of this design is not significant.

Afterward, reversible fault-tolerant FPGA is designed in [52]. However, provid-

ing fault-tolerant design for every component of a large circuit usually is not an

option. It may increase the chip-size, power consumption, and cost. Besides, it

will take more time to design, verify, and test. As a consequence, in this chapter,

a non-fault-tolerant strategy is widely investigated and implemented to make the

architecture of Plessey Logic Block (each component of the whole circuit) efficient

regarding every performance metrics.

4.5 Design Methodology

This section presents the design methodology of the reversible circuits. There

are several methods in the literature, i.e., direct transformation method, truth

table extension method, template matching. Direct transformation approaches

are easy to adopt. However, it requires a large number of gates and garbage

outputs [54]. Truth table extension methods are not applicable for the large circuit

with numerous input-output combinations [36]. Besides, template matching will

work well by the availability of the templates [36]. Analyzing all these, in this

dissertation, the template method is applied to design individual components of

the Plessey Logic Block.

4.6 Proposed Components of the Reversible FPGA

Fig. 2.19 shows the block diagram of the FPGA, where the logic block is the

Plessey Logic Block. This logic block consists of four different components: An

8:2 Multiplexer, a RAM, a D-Latch and a NAND unit. In this dissertation, all of

these components are designed with reversible logic.
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4.6.1 Proposed Reversible D-Latch

Architecturally, a D-Latch is a small memory unit which transfer ’Data’ input to

the output. The clock signal of D-Latch enables it to make possible the data entry

into the latch.

In the recent designs of D-Latch [54, 57, 95], each D-Latch has 6 quantum cost and

produce two garbage outputs irrespective their design methodology. We survey

and investigate that the garbage output of D-Latch cannot further be optimized,

only the quantum cost can further be reduced to 5 by using proposed method.

Let, D is the data-input, clk is the clock signal, Q is the output of a D-latch. Then,

the characteristic function of the D-Latch (Table 4.1) is Q+ = D· clk + clk′·Q. If

the clock (clk) is 1, the data-input D is transfered at the output that is Q+ = D,

otherwise, clk = 0, and the latch maintains its previous state, i.e, Q+ = Q.

Table 4.1: The characteristic table of the D-Latch

Clock (clk) Data (D) Previous State Q Current State Q+

0 0 0 0
0 1 0 0
0 0 1 1
0 1 1 1
1 0 0 0
1 0 1 0
1 1 0 1
1 1 1 1

We use the proposed reversible HNF (Hasan-Naz-Flip-Flop) gate to map the char-

acteristic function of the D-Latch. Fig. 4.1(a) and Fig. 4.1(b) show the block dia-

gram and the quantum circuit of the proposed HNF gate, respectively. Table 4.2

proves the reversibility of the proposed HNF gate. The propagation delay of HNF

gate is 5∆ and quantum cost of this gate is 5 (Fig. 4.1(b)).

Fig. 4.2(a) shows the Proposed design of the reversible D-Latch using the HNF

gate. By putting A = CLK, C= D (Data-input), and D= 0, the proposed HNF
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Fig. 4.1: The proposed reversible HNF gate.
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(b) D-Latch with outputs Q and Q′

Fig. 4.2: The proposed design of D-Latch.

gate works ad the D-Latch, which produce two copies of Q output (second and

fourth output of HNF gate), one of these outputs acts as the feedback of the latch

and other is the Q+ output (current status). This circuit requires no other gate to

avoid the fan-out. Moreover, this design of D-Latch has only one HNF gate. Thus,

the propagation delay of the proposed D-Latch is 5∆, and it has five quantum cost.

The design in Fig. 4.2(a) does not produce the complement output Q′ which we

often require in sequential circuits [54]. For this reason, we propose a novel D-

Latch (that has both the outputs Q and Q′) is with the one HNF gate and the

one Feynman gate (Fig. 4.2(b)). In this design, the Feynman gate generates the

complement of the output Q.
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Table 4.2: Truth table of the proposed reversible HNF (Hasan-Naz-Flip-Flop)
gate

Input Output
A B C D P = A Q = A′C ⊕ AB R = A⊕B ⊕ C S = A′C ⊕ AB ⊕D
0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 1
0 0 1 0 0 1 1 1
0 0 1 1 0 1 1 0
0 1 0 0 0 0 1 0
0 1 0 1 0 0 1 1
0 1 1 0 0 1 0 1
0 1 1 1 0 1 0 0
1 0 0 0 1 0 1 0
1 0 0 1 1 0 1 1
1 0 1 0 1 0 0 0
1 0 1 1 1 0 0 1
1 1 0 0 1 1 0 1
1 1 0 1 1 1 0 0
1 1 1 0 1 1 1 1
1 1 1 1 1 1 1 0

Lemma 1. A reversible D-Latch with the simultaneous Q and Q’ requires 2 gates,

2 garbage outputs, 6 quantum cost, and 6∆ delay, respectively, where ∆ denotes the

unit delay. �

Example 21. The proposed design of D-Latch in Fig. 4.2(b) (with simultaneous

Q and Q’) has two gates, one is HNF gate and another is FG gate. HNF has 5

quantum cost and Feynman gate has one quantum cost. Therefore, the proposed

D-latch has total 6 quantum cost. Additionally, delay of HNF is 5∆ and delay of

FG is 1∆. Serial arrangement of these two gates causes delay in total 6∆.

The characteristics table of D-Latch (Table 4.1) tells us that, for the four in-

puts combinations (0, 0, 0), (0, 1, 0), (1, 0, 0), and (1, 0, 1), the output Q+ is 0, and

the other four inputs combinations (0, 0, 0), (0, 1, 0), (1, 0, 0), and (1, 0, 1), the out-

put Q+ is 1. To maintain the reversibility, there are at least log24 = 2 additional

outputs (garbage outputs). Between the two Q+ outputs of the D-Latch (one is
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from HNF gate, other is from Feynman gate), one acts as feedback (Fig. 4.2(b)).

Hence, the proposed D-Latch produces no additional garbage output.

4.6.2 Proposed Reversible Master-Slave Flip-Flop

Fig. 4.3(a) shows the proposed design of Master-Slave D-Flip-Flop and Fig. 4.3(b)

shows the proposed design of write-enable Master-Slave D-Flip-Flop. The method-

ology of using two latches, one as Master and other as Slave, has been used to

design the Master-Slave reversible Flip-Flops. Additionally, a Toffoli gate is used

to design write-enable Master-Slave D-Latch.
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(b) Write-enable Master-Slave D-Flip-Flop

Fig. 4.3: The proposed design of reversible Master-Slave D-Flip-Flops

Lemma 2. A reversible Master-Slave Flip-Flop can be designed with 3 gates and

3 garbage outputs. It also has 11 quantum cost, and 11∆ delay, where ∆ denotes

the unit delay. �

Example 22. The proposed design of Master-Slave Flip-Flop (Fig. 4.3(a)) has

three gates: two HNF gates and one NOT gate. HNF has 5 quantum cost and
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NOT gate has one quantum cost, as a result, the proposed Master-Slave Flip-Flop

has total 11 quantum cost. Additionally, delay of HNF is 5∆ and delay of NOT is

1∆. These two gates are arranged in serial and hence, their delay is in total 11∆.

The arrangement of these three gates causes three garbage outputs.

Lemma 3. A reversible write-enable Master-Slave Flip-Flop can be designed with

4 gates, 3 garbage outputs, 16 quantum cost and 16∆ delay, respectively, where ∆

denotes the unit delay. �

Example 23. From the Fig. 4.3(a), it can be viewed that proposed design of write-

enable Master-Slave Flip-Flop has four gates, two HNF gates, one Toffoli gate and

one NOT gate. HNF has 5 quantum cost, Toffoli gate also has 5 quantum cost and

NOT gate has one quantum cost, as a result, the proposed write-enable Master-

Slave Flip-Flop has total 16 quantum cost. Additionally, delay of HNF is 5∆,

delay of Toffoli is 5∆ and delay of NOT is 1∆. These three gates are arranged

in serial, and hence, their delay is in total 11∆. It can also be viewed that the

arrangement of these three gates causes three garbage outputs.

4.6.3 Proposed Reversible Decoder

Architecturally a Decoder is a logic circuit which has n input lines for n bits and

2n output lines. Only one n-bit combination remains activate at a time.

There exists several designs of the reversible decoder in the literature [51, 52, 96,

97, 98]. Though the design in [96] undergoes from less delay, the requirement of

the number of gates is high and also produces a large number of garbage outputs

and overheads massive quantum cost. The other designs [51, 97, 98] also have this

type of paradigm. To solve this problem and design the decoder circuit in the

efficient way, a new 4 × 4 reversible gate HND (Hafiz-Naz-Decoder) is proposed

which requires 7 quantum cost and causes 7 unit in delay measurement. Table 4.3

proves the reversible property of the proposed HND gate. The block diagram of

the proposed reversible HND gate and its quantum circuit are shown in Fig. 4.4(a)
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and Fig. 4.4(c), respectively.

&'%

()*+

 

"

,

'

-./. !" ,

0./. "! ,

1./. " ,

2./. "! , " '

(a) Block diagram

 !"!

 

"

#

$

 "!

 !"

 "

%&'

()*+

(b) HND as 2-to-4 decoder

 !   

"

#

$

%

 !" ,

 "! ,

 " ,

 "! , " '

(c) Quantum circuit

Fig. 4.4: The proposed reversible HND gate and its application

A 2-to-4 decoder must generate four logical AND functions A′B′, A′B, AB′, AB.

Setting C = 0 and D = 1, the proposed reversible 2-to-4 decoder gate (HND gate)

can generate all four necessary AND functions textcolorblackwithout generating

any garbage outputs which are shown in Fig. 4.4(b). Thus, the proposed reversible

2-to-4 decoder has one gate and 0 (Zero) garbage output.

The proposed HND gate is constructed by using two quantum V gates, one quan-

tum V + gate and five quantum CNOT gates. The arrangement of these gates

results in the proposed reversible 2-to-4 decoder cost 7 and produces delay 7∆

which is least in the literature.

For the higher order decoders such as 3-to-8 and above we use the HND and

Fredkin gates. The architecture of the proposed 3-to-8 reversible decoder is in
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Table 4.3: Truth table of the proposed reversible HND (Hasan-Naz-Decoder)
gate

Input Output
A B C D P = AB ⊕ C R = A′B ⊕ C Q = AB′ ⊕ C S = AB′ ⊕B ⊕ C ⊕D
0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 1
0 0 1 0 1 1 1 1
0 0 1 1 1 1 1 0
0 1 0 0 0 1 0 1
0 1 0 1 0 1 0 0
0 1 1 0 1 0 1 0
0 1 1 1 1 0 1 1
1 0 0 0 0 0 1 1
1 0 0 1 0 0 1 0
1 0 1 0 1 1 0 0
1 0 1 1 1 1 0 1
1 1 0 0 1 0 0 1
1 1 0 1 1 0 0 0
1 1 1 0 0 1 1 0
1 1 1 1 0 1 1 1

Fig. 4.5(a). An algorithm (Algorithm 3) is derived to illustrated the design pro-

cedure of the proposed n-to-2n reversible decoder. In line 5 of the algorithm, the

first two control bits (S0, S1) are assigned to the HND gate. Line 8 returns the

outputs for 2-to-4 decoder. Then in line 10, higher order input is assigned to the

Fredkin gates through a recursive call to the previous reversible decoder for n > 2

and lines 17,18 returns the outputs. The complexity of this algorithm is O(n),

where n is the number of data bits and n > 2.

According to Algorithm 3, we design the proposed n-to-2n reversible decoder

(Fig. 4.5(b)). Theorem 4.6.1-Theorem 4.6.4 describe the properties of the pro-

posed reversible decoder.



Chapter 4 Reversible Field Programmable Gate Array 69

Algorithm 3: The proposed algorithm to construct the reversible n-to-2n decoder

RD(n)

Data: Data input set S(S0, S1, ..., Sn−1)

Hafiz-Naz Decoder(HND) gate and Fredkin gate(FRG)

Result: n-to-2n reversible decoder circuit (n > 2) with gate count RD(n)

1 begin initialization;

2 Let, i = input, o = output , Gcount = No. of gate

3 Assign Gcount = 0;

4 for j ← n to 2 do

5 if j = 2 then

6 Sj−2 → i1.HND, Sj−1 → i2. HND, 0→ i3. HND, 1→ i4.HND;

7 Gcount = 1 ;

8 return Gcount, HND.o1, HND.o2, HND.o3 and HND.o4 → desired

output ;

9 else

10 Sj → i1. FRG ;

11 0→ i3. FRG;

12 call RD(j-1)

13 RD.oj−1 → i2.FRGj ;

14 Gcount+ = 2j ;

15 end if

16 end for

17 return FRGj.o3 and FRGj.o2;

18 return Gcount ;

19 end
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Theorem 4.6.1. An n-to-2n reversible decoder requires at least 2n − 3 reversible

gates, where, n denotes the number of bits and n > 2.

Proof. Fig. 4.15 shows that a 2-to-4 decoder uses only one HND gate.

Thus, the number of gate =1 (22 − 3) and the theorem holds for n=2.

Then, Fig. 4.16 shows a 3-to-8 decoder has one HND gate and 4 Fredkin gates,

also holds the theorem ((23 − 3 = 5)).

Basically, the Fredkin gate generates two different terms by appending (either the

normal form or the complement form of) a new variable with its input term.

Hence, for n-to-2n reversible decoder, 2n/2 = 2n−1 Fredkin gates are added to

n− 1-to-2n−1 reversible decoder.

Summing up all the number of gate we get,

1 + 4 + 8 + · · ·+ 2n−1

= 1 + 2 + 4 + 8 + · · ·+ 2n−1-2

=2n − 1− 2

=2n − 3

Therefore, an n-to-2n reversible decoder requires at least 2n − 3 reversible gates.

(Proved)

Theorem 4.6.2. An n-to-2n reversible decoder produces at least n - 2 garbage

outputs, where n denotes the number of bits and n > 2.

Proof. When n is 2, a 2-to-4 reversible decoder is the HND gate (Algorithm 3).

The 2-to-4 decoder circuit (HND gate) has 4 primary outputs (O0, O1, O2, O3) but

2 inputs (S0, S1). Therefore, the 2-to-4 reversible decoder should have at least 2

constant inputs to preserve the reversibility.

Now, in the proposed 2-to-4 reversible decoder, there are 2 constant inputs and 2

primary inputs, i.e., the total inputs are 4 and all 4 outputs are primary outputs.

Thus, there is no garbage output, which holds Theorem 4.6.2 for n = 2.
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For the higher order decoder, with the increasing number of bits by one, only

one garbage output is added each time.

Thus, the claim in Theorem 4.6.2 satisfies for all n.

Therefore, an n-to-2n reversible decoder produces at least n - 2 garbage outputs.

(Proved)

Theorem 4.6.3. An n-to-2n reversible decoder has at least 5(2n− 4)+7 quantum

cost, where, n denotes the number of bits and n > 2.

Proof. The proposed reversible HND gate acts as a 2-to-4 decoder which requires

7 quantum cost i.e, 5(22 − 4) + 7 = 7.

Thus, the theorem holds for 2-to-4 decoder, where n = 2.

We know, an n-to-2n reversible decoder requires at least 2n−3 reversible gates.(4.6.1)

Among the gates one is HND gate and other (2n−4) are Fredkin gate. Each Fred-

kin gate has 5 quantum cost.

Hence, The total quantum cost of an n-to-2n reversible decoder = 5(2n − 4) + 7.

Therefore, an n− to−2n reversible decoder requires at least 5(2n−4)+7 quantum

cost. (Proved)

Theorem 4.6.4. An n-to-2n reversible decoder has (7(2n−4)+7)∆ delay, where,

n denotes the number of bits and n > 2, ∆ denotes the unit-delay.

Proof. The proposed reversible HND gate acts as a 2-to-4 decoder which has 7∆

delay (Fig.4.9 (c)) which is equivalent to 5(22 − 4) + 7.

Thus, the theorem holds for 2-to-4 decoder, where n = 2.

We know, an n-to-2n reversible decoder requires at least 2n−3 reversible gates(Theorem 4.6.1).

Among the gates one is HND gate and other (2n−4) are Fredkin gate. Each Fred-

kin gate has 5∆ delay.

The HND gate and all the Fredkin gate of the proposed n − to − 2n reversible

decoder are in serial (4.5), i.e, the critical path must pass through each of these

gates; as a result, the total delay of an n-to-2n reversible decoder = 5(2n− 4) + 7.
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Therefore, an n− to−2n reversible decoder requires at least 5(2n−4)+7 quantum

cost. (Proved)

4.6.4 Proposed Reversible Random Access Memory

This section presents the construction procedure and the complexities of the pro-

posed reversible Random Access Memory.

The Random Access Memory (RAM), architecturally, is a two-dimensional array

of individual memory units. More specifically, there are 2n rows and m columns,

where each row contains m write-enable Master-Slave Flip-Flops. A decoder is

needed to address these rows. Section 4.6.3 describes the proposed decoder,

whereas, Section 4.6.2 describes the proposed the individual memory unit (the

write-enable Master-Slave Flip-Flops). The proposed 2n × m RRAM also needs

Toffoli gates and Feynman gates. The proposed architecture of reversible RAM

follows the reversible RAM in [99] as a base. The working principle of the pro-

posed reversible RAM is as follows:

In the 2n × m RRAM, n is the number of control bits of the proposed decoder

(configured HND gate) and 2n decoded-outputs are the row selection bits. For a

particular combination of n input variables of the configured HND gate, only one

out of 2n outputs is active at a time. This active output is propagated through

the Toffoli gate and selects only one row of the array of memory units. The write

bit W specifies whether there is a read or a write operation. When W= 1 or High,

then the m data-inputs D0 to Dm−1 are written in the m Flip-Flops of the selected

row.

When W= 0 or Low, then the m outputs Q0 to Qm−1 are the previously stored

bits in the Flip-Flops, and they are read from the m Flip-Flops of the selected row.
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The usage of Feynman gates eliminates the fan-out problem. These gates also

perform the Ex-OR operations of the outputs of the Flip-Flops in a column.
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Fig. 4.6: The Proposed architecture of reversible RAM for Plessey FPGA.

The construction procedure of the proposed reversible Random Access Memory

for FPGA presented in Algorithm 4 leads the construction of the circuit given in

Fig. 4.6. Theorem 4.6.5 - Theorem 4.6.8 define the characteristics of the proposed

reversible RAM.

Theorem 4.6.5. A reversible 2n×m bit RAM for Plessey Logic Block requires at

least 2n(6m+2)− 2m− 3 garbage output, where n is the number of control bits of

decoder and m is the number of bits of input data of RRAM.

Proof. Proposed reversible 2n ×m RAM consists of an n× 2n decoder, 2n Toffoli

gates, 2n.m write-enable Master-Slave D-Flip-Flops and a 2m(2n − 1) Feynman

gates (to copy the data-inputs and to propagate the flip-flops outputs).

Summing up the individual number of gates of these components, we can get the
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Algorithm 4: The proposed algorithm to construct the proposed reversible 2n×m
bit RAM
Data: proposed n-to-2n reversible decoder, proposed reversible MSFF, Toffoli

gate (TG) and Feynman gate(FG)
Result: 2n ×m bit RAM

1 begin Take one n× 2n reversible decoder, RD(n) ;
2 Let, I = input, O =output
3 for i← 1 to 2n do
4 if i = 1 then
5 W ← I1.TGi ;
6 else
7 O1.TGi−1 ← I1.TGi;
8 end if
9 Oi.RD ← I2.TGi For each output Oi of the decoder ;

10 0← I3.TGi;
11 for j ← 0 to m− 1 do
12 Take one reversible write enable Master-Slave D-Flip-Flop MSFFj;
13 Dj →MSFFj , primary data input of the RAM;
14 if j = 1 then
15 O2.TGj → ICP .MSFFj , CP= Clock input of Flip-Flop;
16 O3.TGj → IW .MSFFj, W= write enable bit;

17 else
18 OCP .MSFFj−1 → ICP .MSFFj;
19 OW .MSFFj−1 → IW .MSFFj;

20 end if

21 end for

22 end for
23 end

total number of gate for the 2n ×m RRAM.

A n×2n decoder produce 2n−3 gates (Theorem 4.6.1), where n denotes the num-

ber of control bits of the decoder and each reversible write-enable Master-Slave

D-Flip-Flops requires 4 gates (Lemma 2). Summing up the number of gates, we

get the total number of gates

= 2n − 3 +2n+ 4.2n.m + 2m.(2n − 1)

= 2n.(6m+ 2)− 2m− 3
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Therefore, A reversible 2n ×m bit RAM for Plessey Logic Block requires at least

2n.(6m+ 2)− 2m− 3 reversible gate. (Proved)

Theorem 4.6.6. A reversible 2n×m bit RAM for Plessey Logic Block produce at

least 4.2n.m+ n−m− 1 garbage output, where n is the number of control bits of

decoder and m is the number of bits of input data of RRAM.

Proof. Proposed reversible 2n ×m RAM consists of an n× 2n decoder, 2n Toffoli

gates, 2n×m write-enable Master-Slave D-Flip-Flops and a 2m(2n− 1) Feynman

gates (to copy the data-inputs and to propagate the flip-flops outputs).

Summing up the individual production of garbage output of these components we

can get the total number of garbage outputs for the 2n ×m RRAM.

A n×2n decoder produce n−2 garbage outputs (Theorem 4.6.2), where n denotes

the number of control bits of the decoder.

Each reversible write-enable Master-Slave D-Flip-Flops requires 3 garbage outputs

(Lemma 2).

And 2m.(2n−1) Feynman gates produce one (2n−1).m garbage outputs (Fig. 4.6).

Hence, the total number of garbage outputs

= n− 2 + 1+ 4.2n.m + (2n − 1).m

= 4.2n.m+ n−m− 1

Therefore, A reversible 2n×m bit RAM for Plessey Logic Block produces at least

4.2n.m+ n−m− 1 garbage outputs.(Proved)

Theorem 4.6.7. A reversible 2n×m bit RAM for Plessey Logic Block has at least

2n.(10+18m)−(2m+13) quantum cost, where n denotes the number of control bits

of decoder, m denotes the number of bits of input data of RRAM and ∆ denotes

the unit delay.

Proof. Proposed reversible 2n ×m RAM consists of an n× 2n decoder, 2n Toffoli

gates, 2n.m write-enable Master-Slave D-Flip-Flops and a 2m(2n − 1) Feynman

gates (to copy the data-inputs and to propagate the flip-flops outputs).
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By summing up the individual quantum cost of these components, we can get the

total quantum cost for the 2n ×m RRAM.

A n× 2n decoder has 5(2n − 4) + 7 quantum cost (Theorem 4.6.3), whereas, each

Toffoli gate has five (5) quantum cost and each Feynman gate has one (1) quantum

cost.

Each reversible write-enable Master-Slave D-Flip-Flops has 16 quantum cost (Lemma 2).

Thus, the total quantum cost

= 5(2n − 4) + 7 + 5.2n + 16.2n.m + 2m(2n − 1)

= 2n(10 + 18m)− (2m+ 13)

Therefore, A reversible 2n × m bit RAM for Plessey Logic Block has at least

2n(10 + 18m)− (2m+ 13) quantum cost.(Proved)

Theorem 4.6.8. A reversible 2n×m bit RAM for Plessey Logic Block has at least

(2n(6+m) + 15m− 12) ∆ delay, where n is the number of control bits of decoder,

m is the number of bits of input data of RRAM and ∆ denotes unit delay.

Proof. For delay calculation, we need to setup the critical path of the RRAM.

The last write-enable Master-Slave D-Flip-Flops (in 2nth Row and mth Column) is

responsible for read of write the last bit of input data. For write a bit to (or read

a bit from) this memory unit, we must go through an n × 2n decoder, 2n Toffoli

gates, m write-enable Master-Slave D-Flip-Flops, and 2m(2n− 1) Feynman gates.

An n×2n decoder has 5(2n−4)+7∆ delay (Theorem 4.6.4), whereas, each Toffoli

gate has delay of 1∆ and each Feynman gate has delay of 1∆.

In addition, each reversible write-enable Master-Slave D-Flip-Flop has delay of

16∆ (Lemma 2).

Thus, the total delay

= (5(2n − 4) + 7 + 5.2n + 16.m + 2m(2n − 1) ) ∆

= (2n(6 +m) + 15m− 12) ∆

Therefore, A reversible 2n×m bit RAM for Plessey Logic Block has at least delay

of (2n(6 +m) + 15m− 12) ∆.(Proved)
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4.6.5 Proposed Reversible Multiplexer

This section presents the proposed design of the reversible multiplexer.

Multiplexer causes transmission of a large number of information units over a

smaller number of channels. Architecturally, a digital multiplexer is a logic circuit

that puts one out of several inputs to a single output. A set of select inputs con-

trols the inputs. Generally, a multiplexer has m inputs and n select input, where,

m = 2n.

A 2:1 multiplexer is the smallest unit of the proposed architecture of reversible

multiplexer. The characteristics function of a multiplexer is s′0I0⊕s0I1, which can

be determined by several gates [49, 50, 52, 100]. In this thesis, Modified Fredkin

gate is used as a 2:1 reversible multiplexer as it has the least quantum cost in the

literature.

Let, I0 and I1 are the inputs and S0 is the select input of a 2:1 multiplexer. When

S0=0, then I0 input transmit to the output Y and when S0=1, then I1 input trans-

mit to the output Y. Fig. 4.7 shows the architecture of reversible 2:1 multiplexer

by using Modified Fredkin gate.

The quantum cost and delay of this reversible 2:1 multiplexer is 4 and 4∆, respec-

tively. Moreover, the number of garbage output is 2.
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Fig. 4.7: Modified Fredkin gate as reversible 2:1 multiplexer.



Chapter 4 Reversible Field Programmable Gate Array 79

Table 4.4: Function of S0 and S1 select lines

S0 S1 Output (O)
0 0 I0
0 1 I1
1 0 I2
1 1 I3

 $
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(a) 4:1 reversible multiplexer.
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Fig. 4.8: the proposed designs of reversible multiplexers.

The reversible 4:1 multiplexer (22 : 1 multiplexer) has four input, two select in-

puts, and one output. Fig. 4.8(a) shows the proposed design of reversible 4 : 1

multiplexer, where I0, I1, I2, and I3 are the inputs, S0 and S1 are the select inputs.

The bit combination of select inputs controls the function of 4 : 1 multiplexer (Ta-

ble 4.4). Three Modified Fredkin gates are used in this design ( 4.8(a)). So, the

quantum cost of the proposed reversible 4 : 1 multiplexer is 12 (3 × 4) and delay

of the proposed reversible 4 : 1 multiplexer is 12 (3× 4) ∆, respectively, whereas,

the garbage output is 3.
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As the consequence of the design of reversible multiplexers, a 2n : 1 multiplexer

can be constructed using two 2n−1 : 1 reversible multiplexers and one 2:1 reversible

multiplexer shown in the Fig. 4.8(b). The properties of 2n−1 : 1 reversible multi-

plexer are given in Lemma 4.

Lemma 4. A reversible 2n : 1 multiplexer for Plessey Logic Block can be designed

with 2n−1 gate which produces 2n+n−1 garbage outputs. It also requires 4(2n−1)

quantum cost and delay of 4(2n − 1)∆. Where, n denotes the number of selection

input, and ∆ denotes the unit-delay.

4.6.6 Proposed Reversible NAND unit

The rest of the components of Plessey Logic Block is a NAND unit. The reversible

Peres gate is ideal to construct a NAND unit. The Peres gate in Fig. 4.9 acted as

NAND unit.

 

!

"#$# 

%#$# !

&

"'(')
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Fig. 4.9: The proposed reversible NAND unit of Plessey Logic Block.

4.7 Implementation of the Reversible Plessey Logic

Block

In Chapter 2, the block diagram of the Plessey Logic Block is given (Fig. 2.19). Ar-

chitecturally, the Field Programmable Gate Array is a set of logic blocks connected

with programmable wires. Each end of a wire segment typically has a switch at-

tached. The routing resources such as track and routing channels are responsible
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to route among the blocks. In each of the logic block, there are multiplexer, con-

figurable RAM, NAND unit, and D-Latch. The multiplexers are controlled by the

RAM cells and the outputs of two 4:1 multiplexers are assigned as the inputs to

the NAND unit. The output of NAND unit and the configurable bit from the

RAM go to D-Latch. The inputs to each multiplexer are connected to either the

output of the previous NAND Gate in the row or the output of the NAND gate

above or below this logic block, whichever is closer, the other blocks are connected

similarly [101].

In the prior sections, proposed reversible architectures for the logic elements (re-

versible Multiplexer, reversible RAM, reversible D-Latch and reversible NAND

unit) of Plessey Logic Block of FPGA are described. In this section, an algorithm

(Algorithm 5) is defined to combine all the components of the logic block which

is shown in Fig. 4.10.

The general properties of this proposed circuit are illustrated in Theorem 4.7.1-

Theorem 4.7.3.

Theorem 4.7.1. A reversible Plessey Logic Block of FPGA requires at least (rgt+

9) reversible gates, where, rgt denotes the number of gates required to design the

RRAM.

Proof. Plessey Logic Block consists of an 8:2 multiplexer, a D-Latch, a NAND

unit and a 2n ×m bit RAM. Summing up the individual requirement of gates of

these components we can get the total requirement of gate for the logic block. A

2n: 1 multiplexer needs 2n − 1 gates (Lemma 4), where n denotes the number of

selection bits of the multiplexer. Putting n = 2, we get that a 4:1 multiplexer

requires 3 gates. Thus an 8:2 multiplexer (two 4:1 multiplexer) needs 3 + 3= 6

gates.

The reversible D-Latch requires 2 reversible gates (Lemma 1) and the RRAM

requires 2n(6m+ 2)− 2m− 3 reversible gates (Theorem 4.6.5).

Let, 2n(6m+ 2)− 2m− 3 = rgt.

A NAND unit requires a single Peres gate.
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Fig. 4.10: Proposed Reversible Plessey Logic Block of FPGA

Hence, a Plessey Logic Block can be constructed with at least (rgt + 6 + 2 + 1) =

(rgt + 9) reversible gates.

Algorithm 5: The proposed algorithm to construct the proposed reversible

Plessey Logic Block of FPGA

Data: 8-bit interconnection

Result: Q, which will be sent to the next logic block

1 begin:

2 Take selection bits from RRAM to 8:2 multiplexer.

3 Multiplex the select bits of line 2 by 8:2 multiplexer.

4 Set i1.P eres← o1.multiplexer, i2.P eres← o2.multiplexer, i3.Peres← 1

5 Set i1.D − Latch← o1.Peres, i1.D − Latch← o1.P eres Set i1.D − Latch← one

control bit from.RRAM which will make the D-Latch transparent if the latch is

not needed

6 return Q;

7 end

Theorem 4.7.2. A reversible Plessey Logic Block of FPGA produces at least (rgb+

13) garbage outputs, where rgb denotes the number of garbage outputs generated

from RRAM.
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Proof. Likewise Theorem 4.7.1 we can also prove the Theorem 4.7.2 by cumulating

the garbage outputs of the components of the logic block.

A 2n: 1 multiplexer needs 2n+n−1 garbage (Lemma 4), where n is the number of

selection bits of the multiplexer. Putting n= 2, we get a 4:1 multiplexer produces

5(= 22 + 2− 1) garbage outputs. Thus an 8: 2 multiplexer ( two 4:1 multiplexer)

needs 10 garbage outputs. The reversible D-Latch can be designed by 2 garbage

outputs (Lemma 1), NAND unit(3×3 Peres gate) produces 1 garbage and at least

4.2n.m+ n−m− 1 garbage outputs are generated by the RRAM (Lemma 4.6.6).

Let 4.2n.m+ n−m− 1 = rgb.

Hence, the proposed Plessey Logic Block produces at least (rgb + 10 + 2 + 1) =

(rgb + 13) garbage outputs. (Proved)

Theorem 4.7.3. A reversible Plessey Logic Block requires at least (rqc+34) quan-

tum cost, where rqc be the quantum cost of RRAM.

Proof. A 4:1 multiplexer requires three Modified Fredkin gate, each of which has

4 quantum cost.

Thus an 8: 2 multiplexer ( two 4:1 multiplexer) needs 24(= 2 × 3 × 4) quantum

cost.

The reversible D-Latch ( with Q and Q’) has 6 quantum cost (Lemma 1) and the

RRAM has 2n(10 + 18m)− (2m+ 13) quantum cost (Lemma 4.6.7).

Let, 2n(10 + 18m)− (2m+ 13) = rqc.

Hence, along with a NAND unit which is a single Peres gate of 4 quantum cost,

the proposed logic block has at least (rqc +24+ 6+ 4) = (rqc +34) quantum cost.

(Proved)

4.8 Simulation and Performance Evaluation

In this section, the proposed reversible HND gate, HNF gate and the proposed

reversible components of Plessey Logic Block are simulated and the performance
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is analyzed to discover the efficiency of the proposed components.

4.8.1 Simulation Environment
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Fig. 4.11: Simulation flow to get the waveforms, the area and the power of the
proposed reversible components.

The simulations of the proposed circuits are done using DSCH 3.5 [93] and Mi-

crowind 3.5 [94] softwares on a computer, which has the Intel(R) Core(TM) i7 CPU

with 2.10 GHz Clock Speed and 2.00 GB RAM. We designed the reversible circuits

with the pass transistors, simulated them to get the waveforms in DSCH. Tran-

sistor implementation of the proposed circuits followed the procedure proposed

in [74]. Then, Microwind was used to get the power and area. The simulation flow

used in this work is shown in Fig. 4.11.

4.8.2 Simulation Results

The simulations of the proposed components (reversible D-Latch, reversible write

enable Master-Slave Flip-Flop, reversible Multiplexer, reversible 2-to-4 Decoder
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and reversible 3-to-8 Decoder) are presented in Fig. 4.12 - 4.16, respectively.

The simulation result of the proposed reversible D-Latch is shown in Fig. 4.12,

where CLK indicates clock input, D is for data input, Q is the non-complementary

output of D-Latch, and the Q+ notation denotes the negation of Q. Fig. 4.12 shows

that when CLK= 1, the value of D becomes the output Q. When CLK= 0, the

latch maintains its previous state.

Fig. 4.12: Simulation of the proposed reversible D-Latch.

Fig. 4.13: Simulation of the proposed reversible write enable Master-Slave
Flip-Flop.

Then, Fig. 4.13 shows the simulation result of the write-enable Master-Slave Flip-

Flop, where CLK, D, Q, and Q+ denotes the same as the corresponding notations

of D-Latch. Additionally, W denotes the write bit. When W= 1, depending on

the value of CLK, the value of Q varies like the Q of D-Latch discussed in the

previous paragraph.

In addition, the simulation result of reversible 4:1 multiplexer is drawn in Fig. 4.14,

where based on the combination of two selection bits (S1 and S0), the output

denoted by Omux is assigned any of the four inputs (I0, I1, I2, and I3) which proves

the correctness of the design.
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Finally, the simulation result of the 2-to-4 Decoder and 3-to-8 Decoder are shown

in Fig. 4.15 and 4.16. Based on the binary combination of two control bits (s1 and

s0) of 2-to-4 Decoder, the 4 outputs (denoted by O0, O2, . . ., O3) are generated

which proves the exactness of the design. For example, when S0 = 0, and S1 = 1

, the output O1 is activated. Similarly, based on the binary combination of three

control bits (S2, S1 and S0) of 3-to-8 Decoder, the eight outputs denoted by (O0, O1,

. . ., O7) are generated which proves the correctness of the design. For example,

when S0 = 1, S1 = 0, and S2 = 0, the output O4 is activated.

Fig. 4.14: Simulation of the proposed reversible 4 : 1 Multiplexer.

Fig. 4.15: Simulation of the proposed reversible 2-to-4 Decoder.

Fig. 4.16: Simulation of the proposed reversible 3-to-8 Decoder.
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4.8.3 Performance Metrics

We consider six criteria as the metrics of the performance analysis of reversible

FPGA. Brief description of these metrics are given below.

• Gates: Reversible gates are used to design a specific circuit. Accumulating

all the gates and counting the total number of gates will be found. This is

a performance metric of reversible circuits. Less number of required gate

certifies the high performance of the circuit.

• Garbage outputs: Garbage output is measured by counting the unused out-

put of a circuit. By accumulating all the garbage outputs, we can find the

total number of garbage outputs. The minimum value of garbage outputs

proves the efficiency of the design.

• Quantum Cost: It is one of the primary performance metrics of the reversible

circuit. The quantum cost of a reversible gate is the cumulative number

of NOT , Controlled-V , Controlled-V +, and CNOT gates required in its

implementation.

• Delay: For delay calculations in the reversible circuits, the reversible gates

in the critical path are replaced with their corresponding quantum gates and

the total delay of the critical path determines the delay of the circuit. The

delay of each 1×1 or 2×2 reversible gate is taken as unit-delay and denoted

as ∆.

• Area: The area of a logic circuit means the total area accumulated by the

individual circuit element. Microwind [94] can be used to calculate the area

of each individual element. As an example, if a circuit consists of n gates

with area A1, A2,..., An, then the area (A) of that circuit is as follows-

A =
n∑

i=1

Ai (4.1)
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Using Microwind [94], we can find the area of a 4:1 multiplexer (which has

three Modified Fredkin gate). The area of a Modified Fredkin gate 0.00152

mm2 and hence, the total area of 4:1 multiplexer is 0.00456 mm2.

• Power: The power consumption of a logic circuit means the total power

consumption by the individual circuit elements. Power of the reversible

circuit can be calculated using DSCH 3.5 [93] and Microwind 3.5 [94]. The

transistors or pass transistors are used to design the corresponding circuit

in DSCH. Then power can be estimated by using Microwind.

4.8.4 Performance Analysis

Performance analysis of the different components of the Plessey Logic Block is

given in this section.

4.8.4.1 Performance of Proposed Reversible D-Latch

Table 4.5: Comparison of the proposed and the existing reversible D-Latches
with simultaneous Q and Q′ output

Gates Garbage Delay (∆) Quantum Cost
Proposed 2 2 6 6

Existing [52] 2 2 7 7
Existing [50] 2 2 12 11

Existing [36, 102, 103] 3 1 8 7
Existing [104] 2 1 14 10
Existing [96] 3 2 15 11

There are a variety of ways the researchers design the D-Latch [36, 50, 52, 96,

102, 103, 104] . The designs use reversible gates which are in different number and

different type. The proposed D-Latch is constructed using one HNF gate (which

has 5 quantum cost and 5d delay) and one Feynman gate (which has 1 quantum

cost and 1d delay). The gate choice and the construction procedure guarantees

the enrichment of the proposed D-Latch in terms of delay and the quantum cost

for all compared design, while, it shows improvement in terms of the gate for
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some designs [96]. For example, the proposed D-Latch has 6 quantum cost and 6

delay, whereas, the best existing design has 7 quantum cost and 7 delay and the

design [96] (among the compared D-Latch) has 11 quantum cost and 15 delay.

A comparison of the proposed design of reversible D-Latch (producing simultane-

ous Q and Q′) with the existing designs of reversible D-Latch is also presented in

Table 4.5. It Illustrates that the proposed design reduces the number of gates by

33.33% [((3− 2)/3)× 100%] compared to [36, 102, 103] and [96], respectively . In

addition, it achieves 14.28%, 25%, 50%, 57.14%, and 60 % improvement in the re-

duction of delay compared to [52], [36, 102, 103], [50], [104], and [96], respectively.

In case of the reduction of quantum cost, the proposed design achieves 14.28%

improvement compared to [52] and [36, 102, 103], 40% improvement compared to

[104], and 45.45% [50] and [96], respectively, while producing two garbage outputs.

4.8.4.2 Performance of Proposed Reversible Master-Slave Flip-Flop

In addition, from Table 4.6, we find that the proposed design of Master-Slave

Flip-Flop outperforms the existing designs in terms of the number of gates (the

improvements are 66.66%, 40%, 25%, and 40%), delay (the improvements are

65.71%, 15.38%, 8.33%, and 15.38%) and quantum cost (the improvements are

71.05%, 15.38%, 8.33%, and 15.38%) with respect to [36, 54, 103, 104], respec-

tively, while the design is also enhanced in terms of garbage outputs (the improve-

ments are 16.66%, 33.33 %, and 50% with respect to [54, 103, 104] , respectively).

Similarly, it can be found that the proposed Master-Slave Flip-Flop is better than

the existing Master-Slave Flip-Flops designed for the Plessey Logic Block of FP-

GAs in term of the number of gates (the improvements are 57.14%, 40%, and

57.14% with respect to [50], [51], and [52], respectively), garbage outputs (the

improvements are 77.77% and 71.4% with respect to [50] and [52], respectively),

delay (the improvements are 26.66% and 47.62% with respect to [51] and [52],
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respectively) and quantum cost (the improvements are 56%, 26.66 % and 52.17%

with respect to [50], [51] and [52], respectively).

Table 4.6: Comparison of the proposed and the existing reversible Master-
Slave Flip-Flops. (’-’ indicates not calculated)

Gates Garbage Delay (∆) Quantum Cost
Proposed 3 2 11 11

Existing [52] 7 7 21 23
Existing [51] 5 2 15 15
Existing [50] 7 9 - 25
Existing [103] 4 3 12 12
Existing [36] 5 3 13 13
Existing [104] 5 4 13 13
Existing [54] 9 12 35 38

4.8.4.3 Performance of Proposed Reversible Decoder

The proposed HND gate is able to generate all the four terms of the 2-to-4 decoder.

This HND gate or 2-to-4 decoder has 7 quantum cost and 7d delay, which is the

least in the literature. Based on this concept, the performance comparison of the

proposed decoders and the existing 2-to-4 decoders [51, 52, 96, 97, 98] and 3-to-8

decoders [51, 52, 98] have been shown in Table 4.7 and Table 4.8, respectively.

Table 4.7 shows that the proposed 2-to-4 decoder outperforms the existing de-

signs in terms of the number of gates (the improvements are 66.67%, 66.67%,90%

, 66.67% and 75%), delay (the improvements are 41.67%, 41.67%, 22.22%, 66.67%

and 14.28%) and quantum cost (the improvements are 41.67%, 41.67%, 75% ,

53.33% and 41.67%) with respect to [51, 52, 96, 97, 98] , respectively. It is also

found that the improvements of the proposed 2-to-4 decoder in terms of garbage

output is outstanding, i.e., 100% improvement compared to [51, 52, 96, 97, 98] as

proposed design is garbage free, i.e., number of garbage is 0(zero) (Fig. 4.4(b))[This

is already discussed in the Section 4.6.3].
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On the other hand, Table 4.8 demonstrates the efficiency of the proposed 3-to-8

decoder. It can be viewed that the proposed 3-to-8 decoder is also more feasible

than the existing ones in terms of the number of gates (improvements are 28.57%,

28.57% and 54.54%) and garbage outputs (improvements are 66.67% and 83.33%)

compared to [51, 52] and [98] , respectively, while this proposed design of 3-to-8

decoder defeats the designs proposed in [51, 52] (improvement is 15.62%) in terms

of both delay and quantum cost.

Table 4.7: Comparison of the proposed and the existing reversible 2-to-4
decoders

2-to-4 decoder Gates Garbage Delay (∆) Quantum Cost
Proposed 1 0 7 7

Existing [51, 52] 3 2 12 12
Existing [98] 4 2 8 12
Existing [97] 3 2 21 15
Existing [96] 10 8 9 28

Table 4.8: Comparison of the proposed and the existing reversible 3-to-8
decoders

3-to-8 decoder Gates Garbage Delay (∆) Quantum Cost

Proposed 5 1 27 27
Existing [51, 52] 7 3 32 32
Existing [98] 11 6 32 32

4.8.4.4 Performance of Proposed Reversible Multiplexer

Subsequently, performances of different reversible multiplexers are depicted in Ta-

ble 4.9, which articulates the supremacy of the proposed design of multiplexer

having 33.33%, 57.14% and 50% improvements in terms of the number of gates,

having 54.54 %, 54.54 % and 50% improvement in terms of garbage output com-

pared to [50], [100] and [49], respectively. Besides, this design is significant one as

it reduces delay of 20% compared to [52], while delay in [49, 50, 100] is undefined.

It also overcomes the challenges of reducing quantum cost having 20% reduced
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quantum cost compared to[52] and 78.94% reduced quantum cost compared to

[50, 100], respectively.

Table 4.9: Comparison of the proposed and the existing reversible 4 : 1 mul-
tiplexer (’-’ indicates not calculated).

Multiplexers Gate Garbage Delay (∆) Quantum cost
Proposed 3 5 12 12

Existing [52] 3 5 15 15
Existing [50] 9 11 - 57
Existing [49] 7 11 - 57
Existing [100] 6 10 - -

4.8.4.5 Performance of Proposed Reversible RAM

The efficient design of the individual components also makes the design of the

RRAM efficient. By combining the respective cost parameters of the individual

components of the proposed RRAM, we got the total cost of a 4 × 2 RRAM,

which is compared with the existing reversible RAMs in Table 4.10 as an example

of the efficacy of the proposed RRAM. This table shows that the proposed design

of RRAM surpasses the limitations of the existing designs in terms of the number

of gates (improvements are 45.33% , 46.75%, 45.33%, 21.15% and 25.45%) and

garbage (improvements are 62.03%, 64.71%, 62.03%, 6.25% and 28.57%) with re-

spect to [51, 52, 99, 105, 106], respectively , while the proposed design defeats

other designs in terms of delay (improvements are 7.14%, 21.21% and 27.78%

with respect to [52, 105, 106] , respectively) and in terms of quantum cost (im-

provements are 22.91%, 23.58% and 26.78 % with respect [51], [99], and [52, 106]

respectively).

4.8.4.6 Other Performance analysis of Plessey Logic Block

Beyond the previous performance analysis, comparison of different elements of

Reversible Plessey Logic Block with existing designs in terms of the number of

transistors, area, and power in Table 4.11 - 4.13, respectively, show the supremacy
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Table 4.10: Comparison of the proposed and the existing reversible 4 × 2
RAMs.

Gates Garbage Delay (∆) Quantum Cost
Proposed 49 31 52 167

Existing [52] 77 85 56 239
Existing [51] 75 79 46 227
Existing [105] 52 32 66 177
Existing [106] 55 42 72 239
Existing [99] 75 79 46 229

of the proposed designs. Finally, in Table 4.14, proposed Reversible Plessey Logic

Blocks (4 × 2) is compared with existing corresponding designs, which ensures

the efficiency of the proposed design showing improvement in each parameter

(improvements are 51.62%, 80.83%, and 54% with respect to [52], whereas, im-

provements are 58.23%, 73.57%, and 34.12% with respect to [50], in terms of the

number of the transistors, area, and power, respectively).

Table 4.11: Comparison of the proposed and the existing reversible elements
of reversible Plessey Logic Block in terms of the number of transistors

Proposed Existing [52] Existing [50]

2-to-4 Decoder 8 20 20
3-to-8 Decoder 24 36 36

D-Latch 14 16 26
Write enable Master-Slave Flip-Flop 30 60 68

2 : 1 Multiplexer 7 4 50
4 : 1 Multiplexer 21 12 118

NAND unit 8 12 14
4x2 RAM 304 700 664

The efficiency of the proposed reversible Plessey Logic Block of FPGA is easily

conceivable as the individual components have already been compared with the

existing ones. The optimum result in each design case ensures the efficiency in

the cumulative result also. The enhancement of the proposed design of the com-

ponents of Plessey Logic Block are also presented graphically in Fig. 4.17 - 4.21.
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Table 4.12: Comparison of the proposed and the existing reversible elements
of reversible Plessey Logic Block in terms of area

Proposed are Existing [52] Existing [50]

2-to-4 Decoder 0.0389 0.24869 0.24869
3-to-8 Decoder 0.4909 0.70125 0.70125

D-Latch 0.030148 0.13555 0.076917
Write enable Master-Slave Flip-Flop 0.0632 0.42906 0.278574

2 : 1 Multiplexer 0.00152 0.11314 0.285665
4 : 1 Multiplexer 0.00456 0.33942 0.542305

NAND unit 0.016154 0.13555 0.021954
4x2 RAM 0.618356 4.49229 2.622238

Unit of area is (mm2)

Table 4.13: Comparison of the proposed and the existing reversible elements
of reversible Plessey Logic Block in terms of power

Proposed Existing [52] Existing [50]

2-to-4 Decoder 2.149 3.72 0.24869
3-to-8 Decoder 5.213 6.784 0.70125

D-Latch 1.38 2.934 3.906
Write enable Master-Slave Flip-Flop 5.808 10.97 8.64

2 : 1 Multiplexer 1.229 0.766 4.80625
4 : 1 Multiplexer 2.236 2.298 9.45625

NAND unit 1.139 2.934 1.17
4x2 RAM 54.268 129.232 82.515

Unit of power is (mW )

Table 4.14: Comparison of the proposed and the existing reversible Plessey
Logic Block (4 × 2) in terms of the number of transistors, area & power

No. of Transistor Area (mm2) Power (mW)
Proposed 416 1.263738 73.422

Existing [52] 860 6.59495 159.638
Existing [50] 996 4.777593 111.4434

Improvement w.r.t.[52](%) 51.62% 80.83% 54%
Improvement w.r.t.[50](%) 58.23% 73.57% 34.12%

In Fig. 4.17, comparison of different reversible D-Latches with simultaneous Q

and Q’ output is given. This bar graph shows that the proposed decoders are the

best in terms of all parameters (the number of gates, garbage outputs, delay, and

quantum cost). Fig. 4.18 represents the performance analysis of the proposed and

existing Master-Slave Flip-Flops. The bar graphs ensure the significant efficiency
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Fig. 4.17: Performance analysis of different reversible Flip-Flops with simul-
taneous Q and Q’ output
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Fig. 4.18: Performance analysis of different reversible Master-Slave Flip-Flops

of the proposed design in terms of the all performance metrics..

In addition, bar graph (Fig. 4.19) illustrates the comparisons of different reversible
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Fig. 4.19: Performance analysis of different reversible 2-to-4 decoders.
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Fig. 4.20: Performance analysis of different reversible 4 : 1 multiplexers.

2-to-4 decoders which ensure the nobility of the proposed 2-to-4 decoder. After-

ward, the effectiveness of the proposed 4:1 multiplexer is unraveled by the com-

parison with existing reversible 4:1 multiplexers shown in Fig. 4.20. Finally, bar

graphs shown in Fig. 4.21 represent the cost evaluation of the proposed reversible

4 × 2 RAM. Efficient design of each component makes the RAM efficient, i.e.,
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Fig. 4.21: Performance analysis of different reversible 4× 2 RAMs in terms of
gate and garbage.

it requires less number of gates, produces less number of garbage outputs and

quantum cost. In few cases, the existing RAMs have less delay than the proposed

RAM, but the gap is very low.

From the extensive analysis of the proposed designs and existing designs, it is the

fair claim that our proposed design of the Plessey Logic Block of FPGA is the

conqueror.
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4.9 Summary

In this chapter, reversible Field Programmable Gate Array is proposed. First of

all, the architecture of Plessey logic block and motivation toward this device is

presented. Analysis of existing designs of reversible Plessey logic block is briefly

described. Then, to diminish the excessive cost metrics of the previous designs,

new design approaches are elaborately presented in this chapter. Several lower

bounds are given in terms of the number of gates, quantum cost, and delay. Scala-

bility, correctness, and supremacy are ensured by adopting theorems, simulations,

and performance analysis.

Ideal Computer PC-1
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Chapter 5

Conclusions

5.1 Summary of Research

The reversible logic provides a basis for quantum computation with its applica-

tions and solves the power dissipation problem of conventional irreversible circuits.

This dissertation focused on the reversible realization of two of the mostly used

Programmable Logic Devices (PLDs) namely Programmable Logic Array (PLA)

and Field Programmable Gate Array (FPGA). The proposed circuits, in this the-

sis, are expected to be efficient that ensure the cost-effectiveness, scalability, and

generality.

In the first part of this thesis, we proposed a compact Reversible Programmable

Logic Array (RPLA). In this part, we propose a new reversible gate namely TB

gate to generate two sharable sub-products at a time. Then, two developed al-

gorithms realize multi-output ESOP (Exclusive-OR Sum of Product) function by

using the TB gate along with existing Feynman and Feynman Double gates. The

combination approach of these gates eliminated the dedicated lines for comple-

mented forms of input variables. It also enabled the simultaneous realization of

sharable product terms. Reorder of the output function further included in the

algorithm. These three features ensure the reduction of gates, garbage outputs,

99
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and quantum cost.

Tables of comparative analysis for a sample circuit and the benchmark circuits

show the cost-effectiveness and guarantee the generality. We also calculate the

area and power of the benchmark circuits. The proposed design algorithm reduces

the number of gates by 13.5%, 5.6% and 10.4% with respect to [46], [47] and [48],

respectively. Then, it reduces garbage outputs by 7%, 38% and 19.8% with re-

spect to [46], respectively, whereas, it declines the quantum cost 19% than [46], and

10.5% than [47]. Finally, we show the graphical interpretations from the perfor-

mance analysis to give a clear view of the improvement of the proposed algorithm.

In the second part of the thesis, we presented the design of Reversible Plessey

Logic Block of FPGA which had the lower number of performance metrics (the

number of gates, garbage outputs along with the quantum cost, delay, area, and

power). Plessey logic block has a NAND unit, RAM, Multiplexer, and Latches.

The RAM requires an n-to-2n Decoder and a Master-Slave Flip-Flop. In this part,

we propose three algorithms to design a compact reversible n-to-2n Decoder, a

2n ×m reversible RAM and the reversible Plessey Logic Block of FPGA, respec-

tively. Here, we also proposed the reversible D-Latch, reversible multiplexer, and

write-enable master-slave Flip-Flop. The proposed circuits are more scalable and

general as we proposed all the component in terms of n and m. Here we present

several theorems and lemmas which illustrate the lower bounds on the number of

gates, garbage outputs, and quantum cost of the individual component as well as

the complete reversible Plessey Logic Block. These theorems and lemmas prove the

efficiency and supremacy of the proposed designs. The examples, followed these

theorems, clarify the representative analysis in details. Afterward, we apply pass-

transistor logic using Microwind simulator for calculating power and area. The

simulation waveforms also show the correctness of the proposed circuits. Compar-

ative tables have the evidence that the proposed circuits require less number of
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gates, garbage outputs, and quantum cost. Besides, the tables show the efficiency

in terms of delay as well as the number of transistors, area, and power of the

designed circuits. Finally, the graphical results clearly state the supremacy of the

proposed circuits.

5.2 Future Work

Although our proposed methodologies for reversible Programmable Logic Array

and reversible Field Programmable Gate Array achieve a better result as they

show better performance in terms of every cost parameter, further theoretical and

experimental extensions are possible.

Based on the opportunity of sharing the initial sub-products and eliminating the

complimentary line ensure the compactness of the reversible Programmable Gate

Array. The algorithm of RPLA also ensure the reordering the output functions to

enhance the performance; however, how the heterogeneous format of the bench-

mark function impacts on the performance of the PLA is not exposed clearly, i.e.,

how the number of input-outputs or the product terms influence the performance

is absent. Moreover, in this thesis, the performances of some particular benchmark

functions are chosen and there is no indication of how the number of gate, garbage

outputs or quantum cost varies where the sharing property is unable. Therefore,

in future, we want to explore more elaborately the correlation between the func-

tions’ properties and the algorithmic properties with the simulation process. We

can also focus on further reduction mechanism such as decomposition or genetic

algorithm.

In this thesis, we only emphasis on the design of a logic block of an FPGA. In fu-

ture, we may also focus on the other parts of the FPGA. Architectural perspective

of reversible RAM as well as the whole logic block is also under the contemplation

Ideal Computer PC-1
Textbox
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in further work for the Plessey logic block. Other type of logic blocks are also

under consideration of forthcoming exploration.
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Appendix A

Various Existing Reversible gates
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Figure A.1: Block diagram of BSP gate

 

!

"#$# 

%#$# ! &

&

'(

)#$#  ! &

(a) Block diagram.

 

!

" ## #$

%&'& 

(&'& ! "

)&'&  ! "

(b) Quantum circuit.

Figure A.2: NH gate
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(b) Quantum circuit.

Figure A.3: MUX gate
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Appendix B

Transistor Realization of

Proposed Reversible gates

 !

 !

 "

 #

 $

"

 % &

 '  (

#

 )

 !*

 !!

 !"

$

%

 !#

 !$

 !&

 !'

 !%

 !(

 !&
 !)

 "*

Figure B.1: Transistor realization of the proposed TB gate
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TRANSISTOR REALIZATION OF PROPOSED GATES 105
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Figure B.2: Transistor realization of the proposed HND gate
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Figure B.3: Transistor realization of the proposed HNF gate
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Appendix C

List of Acronyms

AND Boolean operation (&, concatenation)

with properties 0&0 = 0&1 = 1&0 = 0,1&1 = 1;

CNOT Controlled NOT gate, also known as the Feynman gate;

Ex-OR Boolean operation (⊕) with properties 0 ⊕ 0 = 1⊕1 = 0, 0 ⊕ 1 = 1⊕0 = 1;

ESOP Exclusive OR Sum-of-Products;

FG Feynman gate

F2G Feynman double gate

FPGA Field Programmable Gate Array;

FRG Fredkin gate

HND Hafiz-Naz-Decoder

HNF Hafiz-Naz-Flip-Flop

LUT Look-Up table;

MFRG Modified Fredkin gate

MPGA Mask Programmable Gate Array;

MTSG Modified TSG gate

TB Tara-Babu

NOT Boolean operation (′) with properties (0)′ = 1, (1)′ = 0;

PG Peres gate

PLA Programmable Logic Array;
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LIST OF ACRONYMS Appendix C List of Acronyms 119

RPGA Reversible Programmable Gate Array;

RPLA Reversible Programmable Logic Array;

RAM Random Access Memory;

TG Toffoli gate
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