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Abstract 
 

Manifolds are simplifications of our accustomednotions about curves and exteriors to arbitrary 

dimensional objects. Generally, A Manifolds is a topological space which is homeomorphic to 

ℝ�.  Connections of manifolds are of central importance in modern geometry in large part 

because they allow a comparison between the local geometry at one point and the local geometry 

at another point. It is a well-known fact that, a Riemannian metric on a differentiable manifold 

induces a Riemannian metric on its submanifold and, hence, a Riemannian connection on the 

manifold induces a Riemannian connection on its submanifold. 

 

We haveconcerned aboutLie groups and Lie Algebra which deals with the applications of 

classical mechanics, In the mathematical fields of differential geometry and tensor calculus, 

differential forms provide a unified approach to defining integrands over curves, surfaces, 

volumes, and higher-dimensional manifolds 

. 

 In this paper, we established the theorem of Stability of isotropic submanifolds whereX be a 

compact complex submanifold of a complex manifold Y. The main object of interest in this paper 

is the set M of all holomorphic deformations of Xinside Y, i.e. a point t in M can be thought of as 

a” nearby” compact complex submanifold �� in Y.Instead of analyzing some particularKodaira 

moduli spaces (as is normally done in twister theory, where moduli spaces of rational curves and 

quadrics with specific normal bundles have been only considered), This generalizes the result of 

Merkulov on Isotropic Submanifolds, which is not necessarily on Legendre and Kodaira. 
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Preface 
 
Many different mathematical methods and concepts are used in classicalmechanics: differential 

equations and phase flows, smooth mappings and manifolds, Lie groups and Lie algebras, 

symplectic geometry and ergodic theory.  

 

In Chapter I develops the theory of manifolds of different functions also describe the features of 

manifolds on vector fields. Connections of various aspects describes possibly with the Levi civita 

connection, Torsion free connections. 

 

In Chapter II Lie algebras are an essential tool in studying both algebraic groups and Lie groups. 

we apply the theory of Lie algebras to the study of algebraic groups in characteristic zero and 

one, the relation between Lie algebras and algebraic groups in characteristic zero is best 

understood through their categories of representations. Commutator (Lie Bracket) of vector 

fields have been discussed. 

 

In Chapter III we have discussed about the fibre bundles together with the tangent spaces of a 

manifold M to the new manifold TM that could be regarded as a bundle of vector spaces. we 

shall see this can be used to give a very geometrical way of thinking about general tensor 

structures on manifold. 

 

In Chapter IVwe have discussed about the differential form of Manifolds in the field of modern 

Calculus, differential Topology and tensors. The idea of differential form being the wedge 

product of the exterior derivatives forming an exterior Algebra. 
 

In Chapter V, the existence ofKodaria moduli spaces with the family of compact complex 

isotropic submanifolds in a complex manifold has been discussed. Legendre and isotopic 

submanifolds with the normal bundle,�
�⃒�

Probably the conditions for existence of an induced 

geometric structure on M have the form of vanishing of some cohomology groups associated 

with normal bundles. 

 

In Chapter VI, we have established the interconnections of isotropic and legendre submanifolds 

with the Kodaira Moduli Spaces. Different notations and theorem have been studied and finding 

the stability of compact complex isotropic submanifolds related to Kodaira, therefore that 

generalizes Merkulov’s result to the isotropic submanifold.                
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                                                                                 Chapter One 

Manifolds and Connection 

1. Introduction 

Riemannian geometry is a special geometry associated with differentiable manifolds, 

Riemannian manifolds, smooth manifolds, with a Riemannian metric that is an inner product on 

the tangent space at each point which varies smoothly from point to point. Moreover, it has more 

applications in physics; geometry forms the natural basis of a physical theory. It is originated 

with the vision of Bernhard Riemann expressed in his inaugural lecture (On the Hypotheses on 

which geometry is based). This gives, in particular, local notions of angle, length of 

curves, surface area, and volume. From those some other global quantities, be derived 

by integrating local contributions. It enabled Einstein's general relativity theory, made profound 

impact on theory and representation theory, as well as analysis, and spurred the development  

of algebraic and topology.  

The important notions of Riemannian geometry are based on Manifolds. The calculus of 

manifold just as topology is based on continuity, so the theory of manifolds is based on 

smoothness. According to the theory, the universe is smooth Manifold equipped with Pseudo–

Riemannian geometry which described the curvature of space time understanding this curvature 

is essential for the positioning of satellites into orbit around the earth. 

 

1.1 Some Fundamental Definition 

 1.1.1 The Metric 

The metric on a manifold is the basic object of Riemannian geometry. Given a differentiable 

manifold M, the metric is simply an assignment of a bilinear map ��� ⊗ ��� → ℝ�at each 

point p ∈ M with the following properties 

(i) g (v, w) = g (w, v) (symmetry) 

(ii) g (v, v)> 0 when v≠0 (positive definiteness), and 

(iii) g varies differentially. 
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 1.1.2 Topology 

Let a set X be a non-empty set, A System  � = {��;   � ∈ �, �� ⊂ � } is called a topology on X, if it 

contains the following three conditions. 

(i) The empty set � and the set X belong to �. 

(ii) The union of any number of a finite number of sets � are in the system  �. 

(iii) The Intersection of any finite number of sets � belongs to � . 

 

The set of  �   are called open. The pair (� , X) consisting of a set X, and a Topology  �  on x is 

called a topological space and we define it just as a X. 

1.1.3 Riemannian metric 

A Riemannian metric which is determined by an inner product on each tangent space �� �, can 

be determined by   < X , Y > : = � ( X , Y)    for                    X ,Y  ∈  �� � 

The concept of a Riemannian metric on a smooth manifold, which is simply a tensor field 

determining an inner product at each tangent space. 

 

1.1.4 Housdorff Space 

A topological space X is called a Housdorff space, if any two distinct Pair’s possesses disjoint 

neighborhoods. Let an example, �� and �� possesses disjoint neighborhoods then, 

                                                                  X 

              �� ∩ ��  

                                                                                

                                                                                                                                   

                                        Figure 1.1(a): Housedorff Spaces 

 

��  

�� 
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1.1.5 Compact Space 

A topological space X is called a compact if every covering neighborhood of has a finite sub 

covering. 

1.1.6 Homomorphism 

A function f: X →Y between two topological spaces X and Y is called a homomorphism if it has 

the following properties:  

(i) � is bijective. 

(ii) both �  and ��� are contiuous. 

 

Example: Consider X = ℝ� = { ��, ��, … , �� } is an open ball considered at �� � ℝ�  with 

radius r is  ��(�� )=  �� � ℝ� ∶{� (�� −  ��
�)� + (�� −  ��

�)� + ⋯ + (�� −  ��
�)�   <  r } 

 

1.1.7 Continuous Mapping 

A map f: X →Y is called continuous at a point � � �, if given any open neighborhood �(�) ⊂ �, 

there exists an open neighborhood �(�) ⊂ � such that �(�(�) ⊆  �(�).Given an example 

 

                                 X Y 

 f 

   �(�) 

                                                                      �(�)                                                           

  

                                                Figure 1.1(b): continuous map 

 

1.1.8 �� Diffeomorphism 

Let U and V be two open subsets of ℝ, �  function f: U→ V is called ��diffeomorphism, if it 

satisfies the following. 

(i) � is homomorphism. 

(ii) If  �  and ��� ��� of class ��. 

N(X  . X  . y 
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1.1.9 Diffeomorphism 

A function U → ℝ� is an isomorphism of ��- class and invertible, then � is called a 

diffeomorphism.  

 

1.1.10 Local Diffeomorphism 

A map f: U → � is a local diffeomorphism if and only if f is smooth and det ( 
��

��
)/��

 ≠ 0 at 

each  

Point of �� � �, where U and V be open subset in  ℝ� . 

 

1.1.11 Smooth Function 

A function f: M → ℝ on smooth manifold then M is called smooth Function at a point x � �,if in 

a coordinate chart (U, ∅) with x � �, the function � ° ∅�� is smooth on a function of n-variables 

that is smooth on a function of n-variables (��, ��  ,……, ��) , n = dim M. 

1.1.12 Chart 

A chart is a pair (U, ∅) consisting of a topological manifold M is an open subset U of M called 

the domain of the chart together with a homomorphism ∅ ∶ U → V onto an open set V in  ℝ�. 

 

1.1.13 Atlas 

   An atlas of class C� , on a topological manifold M is a set {( ��, ∅�) , � ∈I} of charts such that,  

(i) The domain ��cover M. 

                        (ii)       The homomorphism ∅� satisfy the following compatibility  

  conditions 

                           ∅�° ∅�
�� : ∅�(�� ∩ �� ) → ∅�(�� ∩ ��  )  
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 open subset in ℝ� must be a class of �� . 

1.1.14 Pull back Function 

Let  � ∶ �� → ��be a smooth map where �� be an n-dimensional smooth manifold and g be a 

function on Y also an P-dimensional smooth manifold, Then the pull –back (or reciprocal image) 

of the function g under the map f is a function on x is, 

�∗ (�)(�) = ���(�)�                                                   �ℎ��� � ∈ �. 

      

 

     Example: Let M and N be a smooth manifold and 

                                                    f : � → � 

↑ 

��↔ f (�� ) = �� ∈ �. 

  Let ���
 be a set of smooth function at x, ��� 

 be a set of smooth function at  

  the image point. Then the map f: � → � implies by  

�∗ : ��� 
 → ��� 

 

                                                                                ↑ 

                                                 �↔�∗ (�) =  � ° �. 

 

1.1.15 Push Forward Function 

Let M and N be a smooth manifold and �: � → � induces a push forward map i 

��: ��� 
� ↔ ��(��)� ;�� ∈ �. 

↑ 

  ��� 
��������⃑ ↔ �� (��� 

������⃑  ) 

 

 defined by  

                                �� (��� 
������⃑  ) . g =   ��� 

������⃑   f* g ,   Where  ��� 
 be a set of smooth function at x 
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1.2 Manifolds 

Manifolds are generalizations of our familiar ideas about curves and surfaces to arbitrary 

dimensional objects. It is to be a space that, like the surface of the Earth, can be covered by a 

family of local coordinate systems. It will turn out to be the most general space in which we can 

use differential and integral calculus with roughly the same facility as in Euclidean space. It 

should be recalled, though, that calculus in demands special care when curvilinear coordinates 

are required. In general, it is a topological space which is homeomorphism. Throughout this, all 

our manifolds are assumed to be smooth, means ��, or infinitely differentiable, in the 

differential geometry, we take local co-ordinates on any subset U ∈ M as (��, ��  ,…, 

��) ��, � coordinate constitute a map from U to ℝ�, it is more general ,to use a co-ordinate chart 

to identify U with its image in ℝ� also to identify U with its coordinate representation (��) in 

ℝ�. Manifolds are roughly speaking; abstract surfaces that are globally look like linear spaces. We shall 

assume at first that the linear spaces are ℝ� for a fixed integer n, which will be the dimension of 

manifold. 

On a finite dimensional vector space V with its standard smooth manifold structure there is a 

natural identification of each tangent space  �� �,Obtained by a vector X ∈ � with directional 

derivative of the co-ordinates (��)induced on � by any basis this is as,(��, ��  ,…, ��) ↔ ����. 

X f = 
�

��
/���  f (p+ t X) 

 

A curve in three-dimensional Euclidean space is parameterized locally by a single number t as 

(x(t), y(t), z(t)) while two numbers u and v parameterize a surface as (x (u, v), y(u, v), z(u, v)). A 

curve and a surface are considered locally homeomorphism. 

 
 
 
 
 
 
 
 
 
 

               Fig 1.2: The real projective n space ℝ� determined by the point on the Line. 
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There are different types of Manifolds given by the following, on which we will describe the 

vast descriptions of various deepens that becomes more sophisticated. 

  

1.2.1 Topological Manifold 

A topological manifold M of dimension n is a topological space with  

(i) M is Hausdorff, that is, for each pair ��, �� of M, there exist �� , �� such that 

                                       �� ∩ �� = ∅. 

(ii) Each point p ∈M possesses and V homeomorphism to an open subset U of ℝ�. 

(iii) M satisfies the second count ability axiom. 

 

 We could also have defined �� manifolds by requiring the Coordinate Changes to be �� maps. 

 ��-manifold would then denote a Topological manifold). 

 

      In particular, the Hausdorff axiom ensures that the limit of a convergent Sequence is unique. 

This, along with the second countability axiom. If the dimension of M is zero, then M is a 

countable set equipped with the discrete topology (every subset of M is an open set). If dim M = 

1, then M is locally homeomorphism to an open interval. If dim M = 2, then it is locally 

homeomorphism to an open disk, Torus of revolution. 

 

 

 

 

 

 

 

 

                             

 

                 Fig 1.3: The surface of a circle is a topological manifold (homeomorphism to ��). 

Anis
Typewritten text
Dhaka University Institutional Repository



8 
 

Example: 
 

 Every U ∈ M is an open set if and only if U = M ∩V with V (an open set of ℝ�) is a 

topological manifold. 

 The sphere �� = {(X, Y, Z) ∈  ℝ�: �� + �� + ��= 11} with the subspace topology is 

a topological manifold. 

 (The circle ��) The circle �� = {(x, y) ∈ ��: �� + ��= 1} with the subspace 

topology is a topological manifold of dimension1.Conditions (i) and (iii) are 

inherited from the ambient space. 

 

1.2.2 Riemannian Manifold 

A Riemannian Manifold (M, �) is a real differentiable manifold M in which each tangent space 

is equipped with an inner product �, a Riemannian metric which varies smoothly from point to 

point. It is a pair (M; g) with M a manifold and g a metric �� on M. 

Example 1:  

Let M be a smooth manifold Riemannian metric g on M is a tensor field, 

         � : ��
� (��) → ��

� (TM) for each p ∈ � the restriction. 

                                                 �� =   �/ ��
� ° ��

� :  ��
� (X)  

 

with        �� : (�� ,��) ↔ �(X, Y) (p) 

 

is an inner product on the tangent space  ��
�, where the pair (M, g) is called a Riemannian 

manifold  

 
Example 2: 
 

Let M be a smooth manifold. A Riemannian metric � on M is a tensor field 

                                       � : ��
�(��)→ ��

�(��)  

such that for each p ∈ M the restriction ��of � to ���⊗ ��� with 
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                                 ��: (��, ��)→ �(X, Y) (p) 

 is an inner product on the tangent space ���. The pair (M, �) is called a Riemannian manifold. 

The study of Riemannian manifolds is called Riemannian geometry. Geometric properties of (M; 

g) which only depend on the metric � are said to be intrinsic or metric properties. 

 

Theorem (Cartan–Hadamard). Suppose M is a complete, connected Riemannian n-manifold 

with all sectional curvatures less than or equal to zero. Then the universal covering space of M is 

diffeomorphic to  ℝ�. 

Theorem (Bonnet). Suppose M is a complete, connected Riemannian manifold with all sectional 

curvatures bounded below by a positive constant, Then M is compact and has a finite 

fundamental group. 

 

 

 

 

 

 

 

 

           Fig 1.4: ��
 = �(��

  … ��
 ) described an n-dimensional manifold of ℝ���

. 

 
 
In Figure 1.4 we have drawn a portion of the manifold M. This M is the graph of a function 

�: ℝ� → ℝ that is, M = {((�, �) � ℝ�+1 | � = � (�, �)}. When n = 1, � is a curve;  

while if n = 2, then it is a surface.  

 

Theorem 1:  Every manifold can be given a Riemannian metric. 

Proof 

If p is a point in a Riemannian manifold (M; g), we define the length or norm of any tangent 

vector X∈  ��M to be    | X |: = < � , � >�/�. 
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If two non- zero vectors X, Y ∈  �� � to be unique if there exists a value  � ∈ [0 , �], satisfying 

Cos� =  < � , � > (|�||�|). Here X and Y are orthogonal if their angle is � 2�  . 

 

If (M, g) and (��, �� )are Riemannian manifolds, a diffeomorphism ∅ from M to ��  is called an 

isometric if ∅ ∗ �� = �. An isometric  ∅ ∶(�, �) → (M, �) is an isometry of M.  A composition of 

isometrics and the inverse of an isometry are again isometrics, so it is a group. 

 

If ( �� ,��,,……,��,) is any local frame for TM and (��, … … … . ��) is its dual coframe , a 

Riemannian metric can be written locally as      

                                                             � =  ����� ⊗ ��                                                            (1) 

where ��� =  < ��  , �� > is symmetric in � , j depends on P ∈ M , in particular in a coordinate 

frame, g has the form                                        � =  ������ ⊗ ���                                                        

(2) 

 

By introducing the two terms of the symmetry of equation (1) and (2) on  ��� , we get  

� =  ��������� 

is a Riemannian metric. 

This completes the proof.                                                                                                          □                                                                             

 

Example 3: 

  Let  �� : ⅄��  + (1- ⅄)��   , ⅄∈ [0,1] is a metric on M is a Manifold. 

  Let ( , ) is an inner product on ℝ�. An open set U ⊂ ℝ� gets a Riemannian 

metric.  ��≅  ℝ�. 

 
1.2.3 Pseudo-Riemannian manifold 
 
A pseudo-Riemannian manifold is a differentiable manifold equipped with a non-degenerate, 

smooth, symmetric metric tensor Such a metric is called a pseudo-Riemannian metric and its 
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values can be positive, negative or zero. The signature of a pseudo-Riemannian metric is (p, q), 

where both p and q are non-negative. 

In differential geometry, a pseudo-Riemannian manifold (also called a semi-Riemannian 

manifold) is a generalization of a Riemannian manifold in which the metric tensor need not be 

positive-definite, but is instead only required to be non-degenerate. 

Every tangent space of a pseudo-Riemannian manifold is a pseudo-Euclidean space described by 

a quadratic form, which may be isotropic. Some basic theorems of Riemannian geometry can be 

generalized to the pseudo-Riemannian case. In particular, the fundamental theorem of 

Riemannian geometry is true of pseudo-Riemannian manifolds as well.  

 

1.2.4 Differentiable Manifold 

 If M is an m-dimensional differentiable manifold, it satisfies the following: 

(i) M is a topological space. 
(ii) M is provided with a family of pairs {(��,∅�)}. 
(iii) {��} is a family of open sets which covers M. 

 
 

 
Fig 1.5: A homeomorphism ∅� maps ��onto an open subset ��

� ∈ ��, 
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The pair (�� ,∅�) is called a chart while the whole family {(��,∅�)} is Called an atlas. The subset 

�� is called the coordinate, neighborhood while ∅� is the coordinate function or, simply, the 

coordinate. The homeomorphism ∅� is represented by m functions {(��(�), ��  (�),…,��(�))}. 

From (ii) and (iii), M is locally Euclidean. In each coordinate neighborhood,�� ,M looks like an 

open subset of ��whose element is {(��, ��  ,…, ��}. We do not require that M be ��globally. 

Example 4: 

We are living on the earth whose surface is ��, which does not look (��, ��  ,……, ��)like 

�� Globally. However, it looks like an open subset of �� locally. 
 

1.2.5 Smooth Manifold 

A topological manifold M, together with an equivalent class of  �� atlases is called a ��Structure 

on M and M is called �� −  manifold. If k = ∞  then M is said to be Smooth manifold. 

Example 5: 

Let �� be an n-dimensional smooth manifold and �� be an p-dimensional smooth manifold, then 

f: �� → �� be a map. The map f is called smooth at a point  � � �� if  � ° � ° ∅�� is smooth at  

∅(�) � ℝ� where (U , ∅ ) be the coordinate chart at � � � and ( V, ∅ ) be the coordinate chart at 
� � � . 

                                        ��                                                           �� 

 
                        
 x 
  
 

 
 
 
 
 
                           Fig 1.6: Smooth mapping on coordinate chart 
 
Such that  

. x 

. ∅(�) 

 
. y 

. ∅(�) 
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                        ∅ : � →  ℝ�  and 

                            ∅��: ℝ�  → � ⊂   �� 
�
→  ��  

�
→  ℝ�  

    
           The mapping is    � ° � ° ∅��: ℝ�  →  ℝ�  

  
1.3 Submanifold 
 

Let M be a subset of a k-dimensional smooth manifold N. We say that M is a smooth embedded 

submanifold of N of dimension n if, given any point m of M, there exists a smooth coordinate 

system (��, ��  ,…, ��) defined over Some open set U in N, where m ∈ U, 

with the property that, 

M ∩U = {p ∈ U: ��(p) = 0 for i = n + 1,… , k} 

 

 

 

 

 

 

 

                       Fig 1.7: The locus of (n-1) dimensional sub manifold of ℝ� . 

 

From Figure 1.7, here two surfaces F= 0 and G= 0 in ℝ� intersect to yield a curve M. The 

simplest case is one function F of N variables (��, ��  ,…, �� ), If at each point of the locus F = 

C there is always at least one partial derivative that does not vanish, then the Jacobian (row) 

matrix [ 
��

���
,

��

��� 
 , … … … ,

��

���
] has rank 1.and we may conclude that this locus is indeed an (N - 

1)-dimensional submanifold of ℝ�. 

Given such a coordinate system (��, ��  ,…,��), the restrictions of the coordinate functions 

(��, ��  ,……, ��), to U ∩ M provide a coordinate system on M around the Point m. The 

collection of all such coordinate systems constitutes smooth atlas on M. Suppose that we have r 

functions of  
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n + r variables’�� (��, … … . ����),  then ��(�) ��, at each point �� of the locus the jacobian  

Matrix is 

( 
���

��� )� =  1, … ,r and  i= 1,………,n+r 

  has rank r. Then the equation ��= �� define an n- dimensional submanifold of ����. 

1.4 Immersion and embedding 

Let f : M→ N be smooth map and let dim M ≤ dim N. 

 

(a) The map f is called an immersion of M into N if f *: ���→ ��(�)N is an injection  

               (one to one), that is rank f * = dim M. 

 

(b) The map f is called an embedding if f is an injection and an immersion. The image f (M) 

is called a sub manifold of N. [In practice, f (M) thus defined is diffeomorphic to M. 

 

If f is an immersion, f *maps ��M is isomorphic ally to an m-dimensional vector subspace 

of ��(�)Nsince rank f* = dim M, we also find Ker f* = {0}.  

 

 

Fig 1.8 (a) An immersion � which is not embedding. (b) An embedding and the    

submanifold �(��). 
 

If f is an embedding, M is diffeomorphic to f (M). Consider a map f: ��→ ��.It is an 

immersion since a one-dimensional tangent space of �� is mapped by f* to a subspace of 

��(�)��. The image f (��) is not a sub manifold of �� since f is not an injection. Clearly, an 

embedding is an immersion although the converse is not necessarily true. In the previous 
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section, we occasionally mentioned the embedding of ��into ���� . Now this meaning is 

clear; if �� is embedded by f: ��→ ���� then is �� diffeomorphic to f (��). 

     

      1.5 Topological Space: 

  If a topological space M is covered by a family of open sets {��} each of which is isomorphic 

to an open set of ��≡ { ((��, ��  ,……, ��)}∈ ��/��|≥ 0}, M is Said to be a manifold with a 

boundary .The set of points which are mapped to  Points with ��= 0 is called the boundary of 

M, denoted by ∂M. The coordinates of ∂M may be given by m − 1 numbers,{(��,  �� ,…, 

��,0)}. Now we have   to be careful when we define the smoothness. The map ��: ∅�(��∩��) 

→��(��∩ ��)is defined on an open set of ��in general,and ψ j is said to be smooth if it is �∞in 

an open set of ��which contains ���(��∩��).Readers are encouraged to use their imagination 

since our definition is in  Harmony   with our  intuitive notions about boundaries.  

                                             

1.6 Connection 

We would like to differentiate vector fields but as they take values in different vector spaces 

at different points, it is not so clear how to make difference quotients and so derivatives. A 

connection which should be thought of as a directional derivative for vector fields. The 

apparatus of vector bundles, principal bundles and connections on them plays an 

extraordinary important role in the modern differential geometry. Loosely speaking, this 

structure by itself is different only for developing analysis on the manifold, while doing 

geometry requires in addition some way to relate the tangent spaces at different points, i.e. a 

notion of parallel transport. An important example is provided by affine connections. For a 

surface in �� tangent planes at different points can be identified the flat nature of the 

ambient Euclidean space. In Riemannian geometry, the Levi-Civita connection serves a 

similar purpose. 

Definition 
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A connection on TM is a bilinear map(��)×  Г(��) →  (��) 

(ξ, X) → �� X 

 

Such that    ξ ∈  �� , X, Y ∈ Г(��) and � ∈  �� (�). 

 

Hence the three conditions are as follows: 

1. �� X  ∈ �� , 

2. ��(��) = (ξ�) �� + �(�)�� X. 

3. �� Y = Г(��). 

 

Which also defined by  ��(M)-linear in X and R-linear in Y and satisfies the product rule 

                                            ��(f Y) = (Xf) Y + f ���  for all f ∈  ��(M). 

 

Much of the power of Riemannian geometry comes from the fact that there is a canonical choice 

of Connection. Consider the following two desirable properties for a connection ∇ on (M, g): 

1. � is metric: ��(Y, Z) = g(��Y, Z) + g( Y ,��Z). 

2. � is torsion free       ��Y - �� X = [X, Y]. 

          

1.7 Connection Co-efficient 

Take a chart (U, ϕ ) with the coordinate x = ϕ (p) on M, and The Functions Г�⅄
�

is called the 

connection coefficients by, 

                                                         �� ��≡ ��� ��= �⅄Г�⅄
�

 

 

Where {e�} = {{∂/ ∂x�} is the coordinate basis in T�M. The connection coefficients specify how 

the basis vectors change from point to point. Once the action of �on the basis vectors is defined, 

we can calculate the action of ∇ on any vectors. 
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Let V =�µ�µand W = ����be elements of �� (M). Then 

                                               ��W = �����(���� ) = ��(��[��]��+  ������� ) 

 

= �� (
��⅄

���
  + ��Г��

⅄  )�⅄ 

 
 

By definition, ∇ maps two Vectors V and W to a new vector, whose λ -th component is  �����⅄. 

where 

                                       ∇��⅄≡ 
��⅄

��µ
  +  Гµ�

⅄ �� 

 

∇��⅄  is the λ-th component of a vector ∇��= ∇��⅄�⅄  and should not be confused with the 

covariant derivative of a component �⅄. ∇�� is independent of the derivative of V. In this 

sense, the covariant derivative is a proper generalization of the directional derivative of functions 

to tensors. 

 

1.8 Affine connection 

Let M be a smooth manifold of dimension n,�� be the set of smooth function andГ(TM) be the 

vector space of vector field. An affine Connection on M is a map, denoted by �(�����).an affine 

connection ∇is a map  

                                                ∇ :  Г(TM)×Г(TM)→ Г(TM),  

                                                 or, (X, Y) → ��Y 

 

Such that, 

                         1.     ��(��+ ��) =�� �� + ���� 

                         2.     �(�����)Z= ���
Y+���

Y. 

                         3.     �(��)Y = f ��Y. 

           4.     ��(f Y) = X [ f ]Y + f ��Y 

 
 
where f ∈ Г(M) and X, Y, ∈  Г(TM) 
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Theorem 2: 

Let (M, g) be a Riemannian manifold. Then there exists a unique torsion-free affine 

connection �on M compatible with the Riemannian Metric g. This connection is characterized by 

the identity, 

 

                2g(���,Z) = X[g(Y,Z)] + Y [g(X,Z)] − Z[g(X, Y ) + g([X, Y ],Z)  

                                               − g([X, Z], Y) − g([Y,Z],X) 

 

for all smooth vector fields X, Y and Z on M. 

Proof  

Given smooth vector fields X, Y and Z on M, let A (X, Y, Z) be the smooth function on M defined 

by 

A (X, Y, Z) =
�

 �
(X[g(Y,Z)] + Y [g(X, Z)] – Z [g(X, Y )]+ g([X, Y ],Z ) 

–�([X, Z], Y) − g([Y, Z],X)). 

 

Then A (X, Y, ��+ ��) = A(X, Y, ��) + A (X, Y, ��) for all smooth vector fields X, Y, �� and Z� 

on M. Using the identities 

 

[X, fZ] = f [X, Z] + X[f]Z   and  [Y, fZ] = f [Y, Z] + Y [f]Z 

 

Here A (X, Y, f Z) = f A (X, Y, Z) for all smooth real valued functions f and vector fields X, Y and 

Z on M. On applying Lemma to the transformation Z ↔  A (X, Y, Z), we see that there is a unique 

vector field ��Y on M with the property that A (X, Y, Z) =�(��Y, Z) for all smooth vector fields X, 

Y and Z on M.  

 

Moreover 

                                          ������
Y = ���

Y +���
 Y, ��(�� +  ��) = ���� + ����. 

After calculations, we show that 
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� (���Y, Z )  = A(f X, Y,Z) = f A(X, Y,Z) = �(f ��Y,Z), 

� (�� (fY), Z) = A (X, fY, Z) = f A (X, Y, Z) + X[f] �(Y,Z) 

= �(f ��Y + X[f] Y, Z). 

 

for all smooth real-valued functions for M, so that 

                                                ��� Y = f �� Y, and  ��(�Y ) = f ��Y + X[ f ] Y. 

 

These properties show that ∇ is indeed an affine connection on M. Moreover 

 

A (X, Y, Z) – A (Y, X, Z) = �([X, Y ],Z), 

 so that ��Y −��X = [X, Y]. Thus, the affine connection ∇ is torsion-free. Also 

 

�(��� ,Z) + �(Y,��Z) = A (X, Y,Z) + A (X,Z, Y ) = X[ � (Y,Z)] 

 

Showing that, the affine connection �preserves the Riemannian metric. Finally suppose that 

∇′is any torsion-free affine connection on   M which preserves the Riemannian metric. Then 

 

X [�(Y, Z)] = �(��
�Y, Z) + �( Y , ��

��), 

 

Y [�(X, Z)] = �(��
�X, Z) + �( X , ��

� Z), 

 

Z [� (X, Y)] = �(��
�X, Y) + �( X ,��

� Y ). 

 

After calculation (using the fact that  ∇′  is torsion-free) shows that A (X, Y, Z) = �(��
�Y, Z).  

Therefore ∇�
�Y = ∇�Y for all smooth vector fields X and Y on M.  

This completes the proof of the theorem.                                                                 □ 
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1.9 Torsion Free Connection 

Let � be an affine connection on manifold M.  

We have �(X, Y) = ��Y - ��X – [X, Y] For all X, Y ∈ Г(TM). 

Is a tensor of rank (1, 2). 

That is, T (f X, Y) = T (X, f Y) = f T (X, Y). 

 

Then we call T be the torsion tensor of ∇.  

If T=0, we call � Torsion free connection or a symmetric connection. 

 

Example 6: 

If r is a torsion-free affine connection on M. Now the restriction to the tangent spaces of M of the 

standard inner product (,) on ��gives a Riemannian metric g on M. Moreover 

�(��Y, Z) + �(Y,��Z) = (��� , Z) + (Y, ��Z) = X[(Y,Z)] = X[�(Y,Z)] 

 

For all vector fields X, Y and Z on M that are everywhere tangential to M. We conclude that the 

affine connection ∇on M coincides with the Levi-Civita connection of the Riemannian manifold 

(M, g). 

Lemma 1: ∇ is a torsion free connection if and only if  Г�⅄
�

=  Г�⅄
�

 -Г⅄�
�

 for all v, ⅄. 

Proof:  

If  ∇ is a torsion free connection then for any v, ⅄ we get 

T (�� , �⅄) =  ���  
�⅄- ��⅄

�� − [�� , �⅄] 

=  ���  

�,⅄ - ��⅄

�� − [�� , �⅄] 

=┌�⅄
�

�� - ┌⅄�
�

�� - 0 

i.e Г�⅄
�

= (Г�⅄
�

 -Г⅄�
�

 ) - 0  

Since, �� ≠ 0 so that Г�⅄
�

 -Г⅄�
�

= 0  or Г�⅄
�

  = Г⅄�
�

. 

Since T is a torsion tensor and T (�� , �⅄) = 0 for all �� , �⅄ . 

So,� is a torsion free connection.                                                                                     □ 
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Lemma 2: For all ∇ its torsion tensor �∇ is a tensor of rank (1,2). 

Proof:  

We need to show that ��(��,Y) =  �� (X,��) = � ��(� ,Y) for all X ,Y ∈ Г(TM ). 

 
We know �� (�,Y) = ��Y - ��X – [X, Y]  

 
                            ��(��, Y) = ���Y - ���X – [�X, Y] 

 
                                             = ���Y – (Y (f) X + ���X) – [�X, Y] 

 
                                             = ���Y – Y (f) X - ���X – [�X, Y] 
  
Take any � ∈ 0�  , then 
 
[�X, Y] � = �X Y(�) – Y (�X(�)) 
 
                  = �X Y(�) – Y (�). X(�) – �Y X(�) 
 
                 = �(XY(�) – Y X(�)) -  Y(f) .X(�) 
 
                 = �[X, Y] (�) - Y(f) .X(�) 
 
[�X, Y] = �[X, Y] - Y(f) .X  
 
 
�� (��,Y) = ���Y – Y (f) X -  ���X   – [�X, Y] + y (f) X 

 
                  =�(��Y - ��X – [X, Y]) 

 
                  = ��� (�,Y) 
 
Again, we know  

        ��(� , Y) = - ��( Y, X) 
 
     �∇(� ,� Y) = - �∇(� Y, X)  
 
                     =   - ��∇(Y, X) 
 
                    =   - (-)��∇(Y, X) = ��∇(Y, X) 

 
 
So, �∇ is a tensor of rank (1, 2).                                                                                        □   
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1.10 The Levi – Civita Connection 

We introduce the Levi-Civita connection ∇of a Riemannian manifold (M, g). This is the most 

important fact of the general notion of a connection in a smooth vector bundle.  

 

It is very important to note that the Levi-Civita connection is an intrinsic object on (M, g) i.e. 

only depending on the differentiable structure of the manifold and its Riemannian metric. 

 

Definition 1: 

Let (M, g) be a Riemannian manifold and let � be an affine connection onM. The covariant 

derivative of g with respect to ∇ is a multi linear map. We say that ∇is compatible with the 

Riemannian metric g. 

 

if �� : Г(TM)×Г(TM)×Г (TM) → ��  

 

(Z, X, Y)→ ��� (X, Y) for all X, Y, Z ∈ Г(TM) 

and 

                                              �� � (X, Y) = Z � (�, Y) - �(�� X , Y) – �(X , ��Y) . 

 

For all smooth vector fields X, Y and Z on M. The unique torsion-free affine Connection on M 

which preserves the Riemannian metric is known as the Levi - Civita connection on M. 

Definition 2: 

Let (M, g) be a Riemannian manifold then the map  �: ��(TM) × ��( (TM) → ��( (TM) given 

by 

                         2 �(�� � , �) = {�(�(�, �)) + Y (�(�, �))−�(�(�, �)) 

                                                      +�([� , �], � ) + �([�, � ], �) + �(�, [�, � ])}. 

 

is called the Levi - Civita connection on M 
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Lemma 3: 

Let ∇ be an affine connection on a Riemannian manifold M that is compatible with the 

Riemannian metric g. Let V and W be smooth vector fields along some smooth curve �:� →  M 

in M (where I denote some open interval in R). Then 

 

�

     ��
 �(V(t), W(t)) =� (

�� (�)

��
 , �(�))+ �(�(�),

�� (�)

��
) 

 

(Where DV/dt and DW/dt are the covariant derivatives of the vector fields V and W along the 

curve) 

For all vector fields X, Y and Z on M that are everywhere tangential to M. We conclude that the 

affine connection ∇on M coincides with the Levi-Civita connection of the Riemannian manifold 

(M ,�). 

 

Theorem 4:  Let (�, �)be a Riemannian manifold. Then the Levi-Civita connection∇is a 

connection on the tangent bundle TM of M. 

 

Proof: It follows from the fact that �is a tensor field that 
 
         �(��(� · �� + � · ��), Z) = λ ·�(∇���,Z) + μ · �(∇� �� ,Z) 
 
   and 
 
                          �(∇��� ��

�, Z) = �(∇��
�,Z) + �(∇��

�,Z) 

 
    for all   λ, μ ∈R and X,�� , ��, Z ∈  ��(TM).  
 
Furthermore, we have for all f ∈  ��(M) 
 
                                2 �(∇�f Y, Z) = {X (f · �(Y, Z)) + f · Y (�(X,Z)) −Z(f · �(X, Y )) 

                                                        +� · �([� , �], �) + �([�, � · � ], �)+  �(�, [�, � · � ]) 

 

                                             = {�(�) · �(�, �) +  � · �(�(�, �)) +  � · � (�(�, �)) 

                                       − �(�) · �(�, � ) − � · �(�(�, � )) +  � · �([�, �], � ) 
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                                              + �(�(�) · � +  � · [�, � ], �) +  �(�, �(�) · � +  � · [�, � ])} 

 

             =  2 · {�(�)· �(�, �)+  � · �(∇�� , �)} 

  =  2 · �(�(�) · � +  � · ∇�� , �) 

And 
                       2· �(∇�. �� ,Z)   = {f · X(�(�, �)) +  � (� · �(�, �)) − �(� · �(�, � )) 

                                    + �([�, � · �], � ) +  � · �([�, � ], �) +  �(�, [� · �, � ])} 

          

     =  {� · �(�(�, �)) +  � (�) · �(�, �) +  � · � (�(�, �) 

                         − �(�)· �(�, � )–� · ���(�, � )� + �(�(�)· �, � )+  �. �([�, �], � ) + � ·

                                      �([�, � ], �) +  � · �(�, [�, � ]) –�(�, � (�) · � 

                               =  2 · � · �(∇�� , �) 

              
           This proves that  ∇ is a connection on the tangent bundle on TM of M  .                           □ 
 

 

Theorem 5:  Let (M, g) be a Riemannian manifold. Then the Levi- Civita connection is the 

unique metric and torsion-free connection on the tangent bundle (��, �, π). 

 

Proof: The difference �(∇��,Z) −�(∇��,Z) equals twice the skew-symmetric part (with respect 

to the pair (X, Y ) of the right hand side of the equation in Definition 2. This is the same as 

�

�
 {�(�, [�, �]) −�(�, [�, �])} = �(�, [�, � ]) 

This proves that the Levi-Civita connection is torsion-free. 

 

The sum �(∇�� , Z) + �(∇��, Y ) equals twice the symmetric part(with respect to the pair (Y,Z)) 

on the right hand side of Definition 2. This is exactly 

 

                                        =  
�

�
{�(�(�, �)) +  �(�(�, � ))}  =  �(�(�, �)). 

This shows that the Levi-Civita connection is compatible with the Riemannian 

 metric g on M.                                                                                                                          □ 
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Theorem 6: For all affine connection  ∇ and metric g, then ∇� is a tensor. 

Proof: We need to show that ∇�is a tensor. So, that  

                ∇�� �(� , �) =  ∇� �( �� , �) 

                                  = ∇� �( � , � �) 

                                  =  � ∇� �( � , �)      for all X, Y, Z�  Г(TM). 

 

(a)∇�� �(� , �) =   ���(� , �) - � (∇�� �, Y) - � ( � , ∇�� �) 

                                                  =   ���(� , �) - � (�∇� �, Y) - � ( � , � ∇� �) 

                                              = ���(� , �) - �� (∇� �, Y) - �� ( � , ∇� �) 

                                             = � [��(� , �) - � (∇� �, Y) - � ( � , ∇� �)] 

                                             = � ∇� �( � , �) 

(b)∇� �(�� , �)      =   ��(�� , �) - � (∇� (��), Y) -  � ( �� , ∇� �) 

                                          =   �� (�� , �) - � (�∇� �, Y) -  � ( � , � ∇� �) 

                                     = ���(� , �) - � (�(�), X + f ∇�� , �) - �� ( � , ∇� �) 

                                    =  � (�). � (�, �)+  f Z. g (X, Y) – Z (f ) g( X , Y) – 

                                                f g (∇��, Y)- f g ( X, ∇� �) 

                                     = � [��(� , �) - � (∇� �, Y) - � ( � , ∇� �)] 

                                      = � ∇� �( � , �) 

(c) ∇� �(� , ��) = ∇� �(�� , �) [ Due to symmetry of g] 

                                          = �∇� �(�, �)  [by (b)] 

                                           = �∇� �(�, �) 

               Hence, ∇� is a tensor. This completes the proof.                                                   □   
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                                                                              Chapter Two 
 
                          Group Theory with Lie Algebra 
 

2.1 Introduction 

The idea of groups is one that has evolved from some very intuitive concepts. We have 

acquired in our attempts of understanding Nature. One of these is the concept of mathematical 

structure. A set of elements can have a variety of degrees of structure. The set of natural 

numbers possesses a higher mathematical structure. In addition, of being naturally" ordered 

we can perform operations on it. We can do binary operations like adding or multiplying two 

elements and also unary operations like taking the square root of an element (in this case the 

result is not always in the set). The existence of an operation endows the set with a 

mathematical structure. In the case when this operation closes within the set, i.e. the 

composition of two elements is again an element of the set, the endowed structure has very 

nice properties. Differential form has applications to the field of group theory. Differential 

form and exterior algebra can be applied to Lie group, matrix group, Bi-invariant forms.  

 

2.1.1 Group 
We say two elements, �� and �� of a group commute with each other if their product is 

independent of the order, i.e., if ����= ����. If all elements of a given group commute with 

one another then we say that this group is Abelian. The real numbers under addition or 

multiplication (without zero) form an abelian group. The cyclic groups Zn are abelian for any 

n. The symmetric group Sn is not abelian for n >2, but it is abelian for n = 2. 

 

Figure 2.1: 0-, 1-, 2- and 3-simplexes 
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Simplexes are building blocks of a polyhedron. A 0-simplex < �0 > is a point, or a vertex, and a 

1-simplex <�0�1 > is a line, or an edge. A 2-simplex <�0�1�2 > is defined to be a triangle with 

its interior included and a 3-simplex <�0�1�2�3 > is a solid tetrahedron. 

 

Let us consider some groups of order two, i.e., with two elements. The elements 0 and 1 form 

a group under addition modulo 2. We have 

 

0 + 0 = 0; 0 + 1 = 1; 1 + 0 = 1; 1 + 1 = 0                                                                                  (1) 
 
 
The elements 1 and -1 also form a group, but under multiplication. We have 
 
1.1 = -1. (-1) = 1;1. (-1) = (-1).1 = -1                                                                                       (2) 

 
The symmetric group of degree 2, �� has two elements as shown in figure below, 

  

             e =                                                                a =        

 

                                       Figure 2.2: The elements of  �� 

That satisfies 
 
e. e = e, e.a = a.e = a,     a.a = e                                                                                           (3) 
 
These three examples of groups are in fact different realizations of the same abstract group. If 

we make the identifications as shown in above. We see that the structure of these groups are 

the same. We say that these groups are isomorphic. 

 

                                0 ~   1 ~    

 

                                1~ − 1 ~   

 

                                  Figure 2.3: Isomorphism 
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Definition 1: Two groups G and �� are isomorphic if their elements canbe put into one-to-one 

correspondence which is preserved under the composition laws of the groups. The mapping 

between these two groups is called an isomorphism. 

 

Definition 2: a group G being mapped into another group �� but not in a one-to-one manner, 

i.e. two or more elements of G are mapped into just one element of ��. If such mapping 

respects the product law of the groups we say they are homomorphic. The mapping is then 

called a homomorphism between G and ��. 

 

Figure 2.4. (a) is a solid triangle while (b) is the edges of a triangle without an interior. 

 
From figure, Let G and  �� be Abelian groups. A map f: G→   �� is said to be a homomorphism 
if 

f (x + y) = f (x) + f (y) 

 

Example 1: Consider the cyclic groups �� with elements e, a,��,.…...,��and�� = e, and 

��with elements �� and b (�� = ��). The mapping �: �� →  �� given by 

 

                                          �(e) =� (��) =� (��) =�� 

                                              �(e) =� (��) =� (��) = b 

is a homomorphism between �� and ��. 

 

Analogously one can define mappings of a given group G into itself, i.e.,for each element g∈ 

G one associates another element ��. The one-to-onemappings which respect the product law 
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of G are called automorphisms of G. Otherwise, an automorphism of G is an isomorphism of 

G onto itself. 

 

In fact the above example is just a particular case of the automorphism of any abelian group 

where a given element is mapped into its inverse. If � and ��  are two automorphisms of a 

group G, then the composition of both ��� is also an automorphism of G.  such composition is 

an associative operation. In addition, since automorphisms are one-to-one mappings, they are 

invertible. Therefore, if one considers the set of all automorphisms of a group G together with 

the identity mapping of G into G, one gets a group which is called the automorphism group of 

G. 

 

2.1.2 Subgroup 
 

A subset H of a group G which satisfies the group postulates under the same composition law 

used for G, is said to be a subgroup of G. The identity element and the whole group G itself are 

subgroups of G. They are called improper subgroups. All other subgroups of a group G are called 

proper subgroups. If H is a subgroup of G, and K a subgroup of H then K is a subgroup of G. 
 

In order to find if a subset H of a group G is a subgroup we have to check only two of the four 

group postulates. We have to check if the product of any two elements of H is in H (closure) and 

if the inverse of each element of H is in H. The associatively property is guaranteed since the 

composition law is the same as the one used for G. As G has an identity element it follows from 

the closure and inverse element properties of H that this identity element is also in H. Although 

all elements of the centralizer commute with a given element g they do not have to commute 

among themselves and therefore it is not necessarily an Abelian subgroup of G. 

 

 

Definition 3: The center of a group G is the set of all elements of G which commute with all 

elements of G. We could say that the center of G is the intersection of the centralizers of all 

elements of G. The center of a group G is a subgroup of G and it is Abelian, since by definition 

its elements have to commute with one another. In addition, it is an (Abelian) invariant 

subgroup. 
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2.1.3   Cosets 

Given a group G and a subgroup H of G we can divide the group G into disjoint sets such that 

any two elements of a given set differ by an element of H multiplied from the right. That is, we 

construct the sets 

                         �� ≡ {All elements �ℎ of G such that h is any element of H and � is a fixed 

                                      element of G} 

 

 If � =  � the set �� is the subgroup H itself. All elements in a set �� are different, because if  

�ℎ� = �ℎ� then ℎ� =  ℎ� . Therefore, the numbers of elements of a given set �� is the same as 

the number of elements of the subgroup �. Also, an element of a set �� is not contained by any 

other set ��� with  �� ≠ �. Because if �ℎ� = ��ℎ� then � = ��ℎ�ℎ�
�   and therefore � would be 

contained in ��� and consequently �� ≡  ����. Thus, we have split the group G into disjoint 

sets, each with the same number of elements, and a given element � � G belongs to one and only 

one of these sets. 

 

 2.1.4 Theorem 

The order of a subgroup of a finite group is a divisor of the order of the group. 

      

  Proof 

 For a finite group, G of order m with a proper subgroup H of order n, 

 we can write, 

                                   m = kn  

where k is the number of disjoint sets gH. 

 

The set of elements gH are called left cosets of H in G. They are certainly not subgroups of G 

since they do not contain the identity element, except for the set eH = H. Analogously we 

could have split G into sets Hg which are formed by elements of G which differ by an 

element of H multiplied from the left. The same results would be true for these sets. They are 

called right cosets of H in G. The set of left cosets of H in G is denoted by G=H and is called 

the left cosetspace. An element of G=H is a set of elements of G, namely gH.  
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Analogously the set of right cosets of H in G is denoted by H n G and it is called the right 

coset space.If the subgroup H of G is an invariant subgroup, then the left and right cosets are 

the same since ���Hg = H implies gH = Hg. In addition, the coset space G=H, for the case 

in which H is invariant, has the structure of a group and it is called the factor group or the 

quotient group. In order to show this, we consider the product of two elements of two 

different cosets. We get 

 

�ℎ���ℎ�= �������ℎ���ℎ� =� ���ℎ�ℎ� 

 

Where we have used the fact that H is invariant, and therefore there existℎ� ∈  H such that 

����ℎ��� =ℎ�. Thus, we have obtained an element of a third coset, namely����. If we had taken 

any other elements of the cosets gH and ��H, their product would produce an element of the 

same coset����.Consequently, we can introduce, in a well-defined way, the product of elements 

of the coset space G/H, namely 

 

                                    �� ��H≡ ����                                                                                             (4) 

 

The invariant subgroup H plays the role of the identity element since 

 

                          (�H) H = H(�H) = �H                                                                            (5) 

 

The inverse element is ���H since 

 

                                ��H�� =  ����H = H = �� ���� 

 

The associatively is guaranteed by the associatively of the composition law of the group G.  

Therefore, the coset space G/H and H\G is a group in the case, where H is an invariant subgroup.  

Such group is not necessarily asubgroup of G or H.                                                          

 

This completes the proof.                                                                                                                  □                                                                              
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2.1.5 Direct Products 

We say a group G is the direct product of its subgroups ��, �� ,…….., �� , denoted by  

                     G= ��  ⊗ �� ⊗ ��⊗ ……⊗�� 
 

1. The elements of different subgroups commute. 

2. Every element � ∈ G can be expressed in one and only one way as 

g = ℎ�ℎ� … … . ℎ� 

 

Where ℎ� is an element of the subgroup �� ,i = 1,2, ….,n 

From these requirements, it follows that the subgroups �� have only the identity e in common. 

Because if � ≠ � is a common element to ��and �� say, then the element 

 

  � =  ℎ��ℎ�ℎ����ℎ� … … ℎ� could be also written as � =  ℎ����ℎ�ℎ��ℎ� … … ℎ� 

 

 Where every subgroup �� is an invariant subgroup of G, because if   ℎ�
� ∈  ��, then 

 

���ℎ�
�� = (ℎ�ℎ� … … . ℎ�)��ℎ�

� (ℎ�ℎ� … … . ℎ�) = ℎ�
��ℎ�

�ℎ� ∈  ��  

 

Example 2: Consider the cyclic groups �� with elements e, a,��,.…...,��and�� = e. It can be 

written as the direct product of its subgroups 

�� = { �, ��,�� } and �� = { �, ��} since 

 

              e = e.e; a = ����;�� = ��e; ��= e��; ��= ��e; ��= ����                                   (6) 

 

 Therefore, we write         �� = ��⊗�� (or �� = ��⊗��). 

 

Given two groups G and �� we can construct another group by taking thedirect product of 

G  ��as follows: the elements of ��� = � ⊗ ��are formed by the pairs (�, ��) where � ∈ � and   

�� ∈  ��. The composition law for���is defined by, 
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                                  (��, ��
� ) (��, ��

� ) = (����, ��
� ��

� ) 

 

2.1.6 Lie Groups 

A Lie group is a manifold on which the group manipulations, product and inverse, are 

defined. It plays an extremely important role in the theory of fiber Bundles and also find vast 

applications in physics. Here we will work out the Geometrical aspects of Lie groups and Lie 

algebra. It is a group in the category of smooth manifolds. i.e., beside the algebraic properties 

this enjoys also differential geometric properties. The most obvious construction is that of a 

Lie algebra which is the tangent space at the unit endowed with the Lie bracket between left-

invariant vector fields. Beside the structure theory there is also the wide field of 

representation. 

 

Let G is a differentiable manifold which is endowed with a group structure such that the group 

operations. 

(i) G × G → G, (��,�� ) → ��· �� 

(ii) G → G, g ↔ ��� 

 

are differentiable. It can be shown that G has a unique analytic structure with which the 

product and the inverse operations are written as convergent power series. The unit element of 

a Lie group is written as e.  

 

The dimension of a Lie Group G is defined to be the dimension of G as a manifold. The 

product symbol may be omitted and �� ·�� is usually written as ����. If the product is 

commutative, namely ��. �� = ��. ��, we often use the additive symbol + instead of the 

product symbol. 

 

Definition 1: A Lie group G is a group and a smooth manifold such that group multiplication 

� × � →  � (�, �) ↦ � � and group inversion � → � � ↦  ���are smooth maps. If � and � are 

Lie groups, a Lie group homomorphism �:� → � is a smooth mapping which is also a 

homomorphism of the abstract groups. If the mapping is a diffeomorphism, then � is called an 
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isomorphism. Much of the structure of Lie groups comes from the so-called left and right 

translations. 

 

Definition 2: Let G be a Lie group, s � �. The left translation by � is the map �� : � → � is given 

by �� (�) =   ��  for every � � � . Right translations are defined analogously. The group structure 

implies that for every �, �� and �� are bijections with inverses ��
�� and ��

�� . The conditions in 

definition 1 imply that both of these maps (and their inverses) are smooth. Thus, left and right 

translations are diffeomorphisms of G onto itself. 

 

Familiar examples of Lie groups include ℝ�  under addition and the elementary matrix groups 

(��(�, �), ��(�, �), �(�), �(�), etc.). In fact, all of the matrix groups can be viewed as closed 

Lie subgroups of ��(�; �). In particular, the circle group �� ≅ �(1)is a Lie group. The product 

of Lie groups given the standard differentiable and group structures is again a Lie group. 

 

Example 3: (a) (ℝ� , + ) is trivially an abelian Lie group. 

(b)  The general Linear Group GL(n) = {n× n invertible real Matrices} of a    

nontrivial Lie group. 

 

Lemma: The Special Linear group SL(n) is a Lie Group. 

 

Proof:  Let f : ��(�)→ ℝ is given by f(A) = det (A) is differentiable. The level set ���(1) is 

given by, 

           SL(n) = {A ∈ ��× � / det(A) = 1} 

 

The Special linear group. The derivative of f is surjective at a point A∈ GL(n), making SL(n) 

into a Lie group. Such that 

                                               (��)� (�) =  lim�→�
���(����)���� (�)

�
= tr (B) 
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Implying that  

(��)� (�)=  lim
�→�

det(� + ℎ�)− det (�)

ℎ
 

                                                          =  lim�→�
���(�)���(�������)���� (�)

�
 

                                                 = ( det A)lim�→�
��������������

�
 

                                                 = (det A)(��)� (����) 

                                                         = (det A) tr(����) 

 

Since det(A) = 1 for any k ∈ ℝ.We can take the matrix B = 
�

�
A to obtain (��)� (�)=  tr (

�

� 
I) 

= K, therefore (��)� is surjective for every A ∈  SL(n). 

 

Consequently, SL(n) is a sub manifold of GL(n).  Therefore, the group multiplication and 

inversion are differentiable, so SL(n) is a Lie Group.  

 

2.1.7 Smooth Mapping on Lie Group 

We suppose that this Lie group operation which may be considered as a mapping 

� × � → � 

is smooth and also that the map � → ��� on � → � is smooth. 

 

With each element � in � there is associated a transformation �� of � called left translation: 

��
∗ � = � for all � in �. 

Let denote the unit element of G. the left translation ��
�� = ����  sends x to e. If � is left 

invariant, � = ����
∗ � is completely determined at x by its value �� at e. If �� is any given p-

form at e then a left invariant form � is defined by  

�� = ����
∗ �� 

 

Let n be the dimension of G. Since the space of one form at e is an n-dimensional linear space, 

there are exactly n linearly independent left invariant one forms on G. Let 

��, … , �� 
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be such a system. Any other left invariant one form is a linear combination of these with 

constant coefficients. 

 

More generally, if � is any left invariant p-form on G, 

� = � ���� 

Where the �� are constants and�� = ��� … ��� . Any p-form � can be expanded in this way 

and the coefficients �� will in general be scalars on G, supposing � left invariant forces each 

of these scalars to be left invariant. This means that each �� takes the same value at each point 

of G, hence is constant. 

Example 4: We shall determine the local structure of all one-dimensional groups. 

Solution 

Let t be a parameter on G, chosen so that � = 0 is the identity e. Let � be a nontrivial left 

invariant one form; locally, 

                                                                  � = �(�)��  never zero. 

We integrate � to get a new parameter for G, 

� �(�)��
�

�

 

Thus, we may assume we have started with a parameterization of a neighborhood of e by a 

single variable t such that  

� = �� 

is a left invariant form. 

We next express the group product analytically. The product of the point with coordinate s 

with that of coordinate t will have coordinate u given by  

 

� = �(�, �) 

with 

�(�, 0) = �,        �(0, �) = � 

 

according to �� = �, �� = �. In coordinates  
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��:� → � = �(�, �) 

 

The left invariance of �, ��
∗� = �, means 

�� =
��

��
�� 

 

hence 

��

��
= 1,    �(�, �) = � + �(�) 

Setting � = 0: 

� = �(�, 0)= �(�) 

and so                                               �(�, �) = � + � 

 

Hence G is abelian (commutative).  

 

2.1.8 The action of Lie groups on manifold 

In physics, a Lie group often appears as the set of transformations acting on a Manifold. For 

example, S0(3) special orthogonal group is the group of rotations in ��,while the Poincare’s 

Group is the set of transformations acting on the Minkowski space-time. To study more 

general cases, we abstract the action of a Lie group G on a manifold M. We have already 

encountered this interaction between a group and geometry. We defined a flow in a manifold 

M as a map σ: R× M → M, in which R acts as an additive group. 

 

Example 

(a) A flow is an action of   R on a manifold M. If a flow is periodic with a period T, it may be 

regarded as an action of U(1) real Orthogonal group or SO(2)on M. Given a periodic flow σ (t, 

x) with period T we construct a new action, 

                             σ (exp (2πit/T), x) ≡ σ (t, x) whose group G is U(1). 

 

(b) Let M �  GL(n, R) and let x ∈ ��. The action of GL(n, R) on _n is defined by the usual 

matrix action on a vector. 
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                                                    σ : (M, x) = M · x 

 

The action of the subgroups of general linear group GL(n, R) is defined similarly. They may 

also action on a smaller space. For example, O(no)orthogonal group acts on ����(r), 

 an (n − 1) sphere of radius r. 

 

                                                  σ : O(n) × ����(r ) → ����(r ) 

 
 

2.1.8 Lie-Algebra structure 

Let M be a smooth manifold of dimension n, 0�  be the set of smooth function and Г(TM ) be 

the vector space of smooth vector fields is a bilinear map called a Lie-bracket or commutator , 

 if 

                                         , [ , ] : Г(TM)×Г(TM)→ Г(TM) 

                                       (X , Y) ↔  [X , Y ]    

 

given by,                         [X , Y] : 0�  →  0� 

                                          f ↔ [X , Y] f : = X(Y(f) – Y (X(f)) 

 

Which satisfies  

(i) [X, Y] ( �� +  ��) =  � [ X , Y] f + � [ X , Y] g 

(ii) [X , Y]  (fg) = f[X ,Y] g + g[X, Y] f         for all f , g ∈  0� ��� � , � ∈ ℝ 

 

Theorem: The pair (Г (TM), [ , ]) or ( v, [ , ] ) is a Lie algebra. 

 

 Proof: From the definition of Lie bracket [ , ] , so condition  [ x , y] = - [ y , x] follows of it . 

 Now we have to show that [ [ x , y] , z] + [ [ z , x ] , y] + [  [ y , z] , x] = 0 

 

 For all x, y, z ∈  Г (TM) then  

  L. H. S = [ [ x , y] , z] + [ [ z , x ] , y] + [  [ y , z] , x] 

              = [x y – y x, z] + [z x – x z, y] + [ y z – z y , x] 
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              = (x y – y x) z – z(x y – y x) + (z x – x z) y –y (z x – x z) + (y z – z y) x – x(y z – z y) 

              = xyz –yxz – zxy + yzx +zxy –xyz –yzx + xyz + yzx – xzy-xyz + xzy 

              = 0 

              = R. H. S 

 

         So that, The pair (Г(TM), [ , ]) or ( v, [ , ] ) is a Lie algebra. 

 

2.1.9 The Local Co-ordinate system of represent Lie Bracket [ , ] : 

Let (U, � ) be a chart on a manifold M with co –ordinates ( ��, �� , … … . . , ��) 

 Then 

                                           X = ∑ ��( � )
�

���
�
���  

                                    Y= ∑ ��( � )
�

���
�
���  

 

Where, ��( � )and��( � )are smooth functions for all g (��, �� , … … . . , �� ) 

 Let For all g (��, �� , … … . . , �� ) 

 [ x, y] g = x ( y (g)) – y ( x ( g) ) 

            = ∑ ��( � )
�

���
�
���  ( ∑ ��( � )

��

���
�
���  ) - ∑ ��( � )

�

���
�
���  (∑ ��( � )

��

���
�
���  ) 

           = ∑ ∑ (���
���

�

��� ��� ��

���� − �� �

���
 (∑ �� ��

���
�
���  )�

���  

         = ∑ ∑ (���
���

�

��� ��� ��

���� − �� �

���
 (∑ �� ��

���
�
���  )�

���  

 

 Just change for i & j only. 
 

           =  ∑ ∑ ( �� ���

���

��

���
  +  ���� ���

������
−  �� ���

���

��

���
 −  ���� ���

������
 )�        

���  
�
���  

         = ∑ ∑ (���
���

���

���
− �� ���

���
  )�

���
��

���
 

         = ∑ (∑ (���
���

���

���
− �� ���

���
  )�

��� )
�

���
 

which is an expression of Lie bracket or commutator in Local coordinate system of two     

vector fields.  
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                                                                                                                     Chapter Three 

                               Fibre Bundles on Manifolds 

3.1 Introduction 

A fiber bundle is a topological space which looks locally like a direct product of two topological 

spaces. Many theories in physics such as general relativity and Gauge theories are described 

naturally in terms of fiber bundle. The apparatus of vector bundles, principal bundles and 

connections on them plays an extraordinary important role in the modern differential geometry.  

A smooth manifold always carries a natural vector bundle, the tangent bundle. Loosely speaking, 

this structure by itself is different only for developing analysis on the manifold, while doing 

geometry requires in addition some way to relate the tangent spaces at different points, i.e. a 

notion of parallel transport. direct product of two topological spaces. Many theories in physics 

such as general relativity and gauge theories are described naturally in terms of fibre bundles.  

The use of fibre bundles when we “glued” together the tangent spaces at all points of a manifold 

� to form a new manifold �� that could be regarded as a bundle of vector spaces over �. The 

basic bundle with which �� is “associated” is the bundle of frames (i.e., sets of basis vectors for 

a tangent space) over � and as we shall see this can be used to give a very geometrical way of 

thinking about general tensor structures on manifold.    

 

3.2 Basic Definitions 

Definition 1 

A bundle is a triple (�, �, �) where � and � are topological spaces and �: � → � is a 

continuous map. � is called the total space or bundle space and � is the base space. The map � is 

known as the projection map. The inverse image ���(�), �� �, is the fibre over �. If for all 

�� �, ���(�) is homeomorphic to a common space�, then � is known as the fibre of the bundle 

and the bundle is said to be a fibre bundle. This condition is always applied in the cases of 

interest to us and from now on we will assume that it is satisfied. 
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Examples 1 

(a) A famous example of a fibre bundle is the Möbius band which is a twisted “strip” whose 

base space is the circle��. Thus, for example the fibre could be taken to be the closed 

interval [0, 1] but note that the total space � is not the product space �� × [0,1] (and 

neither is it homeomorphic to it). It can be represented as follows, where the two points 

“b” (respectively “c”) on the two sides of the strip are not to be identified as below 

 

                             b                b                                                     c 

  

                             c                                                                       b        

  

 �� 

                                                 a   a 

Figure: 3.1 
 

(b) A famous example is the Klein bottle. This is rather difficult to draw as it cannot to be 

embedded in Euclidean 3-space, but it can be represented with the aid of the following 

diagram which shows how it is obtained from a cylinder by reflecting in the diameter 

 � − � and identifying:  

 

     

 

 

 

 

           b                                                     c 

                                                                     

 e d                                     d            e 

      c                                                             d 

       a                                                         a 

                    Figure: 3.2                                             
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Definition 2 

(a) A bundle (��, ��, ��) is a sub-bundle of a bundle (�, �, �) if 

(i) �� ⊂ � 

(ii) �� ⊂ � 

(iii) �� = �∣� 

(b) Let � be a subspace of �. Then the restriction of (�, �, �) to � is defined to be the 

bundle (���(�), �∣���(�), �). 

It should be noted that if (�, �, �) is a sub bundle of the product bundle (� × �, ���, �) then 

cross sections of the former have the form 

  �(�) = (�, �̂(�)) 

Where � �:� → � is a function such that, ∀ � ∈ �, ��, �̂(�)� ∈ �. 

Definition 3 

A (differentiable) fibre bundle (�, �, �, �, �) consists of the following elements: 

(i) A differentiable manifold � called the total space. 

(ii) A differentiable manifold � called the base space. 

(iii) A differentiable manifold � called the fibre (or typical fibre) space. 

(iv) A surjection � ∶� → � called the projection. The inverse image ���(�)≡ �� ≅ � is 

called the fibre at �. 

(v) A Lie group � called the structure group, which acts on � on the left. 

 

(vi) A set of open covering {��} of � with a diffeomorphism �� ∶�� × � → ���(��) such 

that ���(�, �) = �. The map �� is called the local trivialization since ��
�� maps 

���(��) on to the direct product �� × �. 

 

(vii) If we write  ��(�, �) = ��,�(�) the map ��,� :� → �� is a diffeomorphism. On 

�� ∩ �� ≠ ∅ , we require that ���(�) = ��,�
����,� ∶� → � be an element of �. Then �� 

and �� are related by a smooth map ���: �� ∩ �� → � as figure  

��(�, �) = ����, ���(�)��, {���} 

. 
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are called the transitions function 

 

 

 

 

 

 

 

 

 

 

 

 

 

The above definition is employed to define a coordinate bundle(�, �, �, �, �, {��}, {��}). Two 

coordinate bundles (�, �, �, �, �, {��}, {��}) and (�, �, �, �, �, {��}, {��}) are said to be 

equivalent if (�, �, �, �, �, {��} ∪ {��}, {��} ∪ {��}) is again a coordinate bundles. In practical 

applications in physics, however we always employ a certain definite covering and make no 

distinction between a coordinate bundle and a fibre bundle. 

 

Examples 2 

(a) Let � be closed Lie subgroup of the Lie group �. Define the map �:� → �/�by 

�(�) ≔ ��. Then (�, �, �/�) is a bundle with fibre�. In general there will be no 

(smooth) cross sections for bundles of this type since a necessary condition for the 

��,�
�����,�

�� 

    �� 

 

���(�) = ��,�
��. ��,��� 

    ���(�)��  

 

 

 

 

�� ∩ �� 

Figure: 3.2 
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existence of such sections is that � be diffeomorphic to �/� × � which is usually not 

true. 

(b) The tangent bundle ��� of the �-sphere �� can be represented rather nicely as the 

specific sub bundle of �� × ℝ��� 

�(���) ≈ {(�, �)∈  �� × ℝ��� ∣ �. � = 0 

 

Similarly, the normal bundle �(��) of �� is defined to be the set of all vectors in ℝ��� that are 

normal to points on the sphere: 

���(��)� ≔ {(�, �) ∈ �� × ℝ��� ∣  ∃ � ∈ ℝ    s. t. � = �� 

A cross section of ��� is of course simply a vector field on ��; a cross section of �(��) is called 

a normal field of �� as a sub manifold of ℝ���. 

 

3.3 Fiber Bundle Construction Theorem 

In mathematics, the fiber bundle construction theorem is a theorem which constructs a fiber 

bundle from a given base space, fiber and a suitable set of transition functions. The theorem also 

gives conditions under which two such bundles are isomorphic. The theorem is important in the 

associated bundle construction where one starts with a given bundle and surgically replaces the 

fiber with a new space while keeping all other data the same. 

Formal statement 

Let �and � be topological spaces and let  � be a topological group with a continuous left action 

on�. Given an open cover  {��} of � and a set of continuous functions 

���:�� ∩ �� → � 

defined on each nonempty overlap, such that the co cycle condition 

���(�) = ���(�)���(�); ∀� ∈ �� ∩ �� ∩ �� 
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holds, there exists a fiber bundle  � → �  with fiber � and structure group � that is trivializable 

over  {��} with transition functions ���. 

Let �′ be another fiber bundle with the same base space, fiber, structure group, and trivializing 

neighborhoods, but transition functions���
′ . If the action of � on�  is faithful, then �′and � are 

isomorphic if and only if there exist functions  

                                                     �� :�� → � 

Such that            ���
′ (�) = ��(�)�����(�)��(�); ∀� ∈ �� ∩ �� 

Taking �� to be constant functions to the identity in�, we see that two fiber bundles with the 

same base, fiber, structure group, trivializing neighborhoods, and transition functions are 

isomorphic. A similar theorem holds in the smooth category, where � and � are smooth 

manifolds, � is a Lie group with a smooth left action on � and the maps ��� are all smooth. 

Construction 

The proof of the theorem is constructive. That is, it actually constructs a fiber bundle with the 

given properties. One starts by taking the disjoint union of the product spaces �� × � 

� =  � �� × � =

�∈�

{(�, �, �):� ∈ �, � ∈ �, � ∈ �} 

and then forms the quotient by the equivalence relation 

(�, �, �) ~  ��, �, ���(�).  ��; ∀� ∈ �� ∩ �� , � ∈ � 

The total space � of the bundle is �/~  and the projection �:� → � is the map which sends the 

equivalence class of (�, �, �) to�. The local trivializations 

��: ���(��) → �� × � 

are then defined by     ��
��(�, �) = [(�, �, �)] 
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3.4 Vector Bundles 

A vector bundle is simply a rather special case of an associated bundle in which the fibre is a 

vector space. 

Definition 4 

(a) Ann-dimensional real (or complex) vector bundle (�, �, �) is a fibre bundle in which each 

fibre possesses the structure of an-dimensional real (or complex) vector space. Furthermore, for 

each � ∈ � there must exist some neighborhood � ⊂ � of x and a local trivialization ℎ:� ×

ℝ� → ���(�) such that, for all � ∈ �, ℎ:{�} × ℝ� → ���(�)  is a linear map. 

(b) A vector bundle homorphism between a pair of vector bundles (�, �, �)  and (��, ��, ��) is a 

bundle map (�, �) in which the restriction �:� → �� of to each fibre is a linear map. 

(c) The space �(�) of all cross sections of a vector bundle (�, �, �) is equipped with a natural 

module structure over the ring �(�) of continuous, real valued functions on M, defined by: 

     (i) (�� + ��)(�) ≔ ��(�)+ ��(�)     ∀ � ∈ �; ��, �� ∈ �(�) 

    (ii) (��)(�) ≔ �(�)�(�)                      ∀ � ∈ �; � ∈ �(�) 

 

Examples 3 

(a) The product space � × ℝ� is a (trivial) vector bundle over M. 

(b) The tangent bundle TM of a differentiable manifold is a real vector bundle whose 

dimension is equal to the dimension of M. Likewise the cotangent bundle �∗�. 

(c) Let M be a smoothly embedded, m-dimensional sub-manifold of ℝ� for some n. Then the 

normal bundle of M in ℝ� is a (� − �)− dimensional vector bundle �(�) over M with 

total space: 

���(�)� ≔ {(�, �)∈ � × ℝ� ∣ �. � = 0, � ∈  ���} 

and projection map �:���(�)� → � defined by �(�, �) ≔ �. 
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Theorem  

Let � = (�, �, �) be principal ��(�, ℝ) bundle and let ��(�, ℝ) act on ℝ� in the usual way. 

Then the associated bundle �[ℝ�] can be given the structure of an n-dimensional real vector 

bundle. 

Proof 

The map ��:ℝ� → �ℝ�
��(�), ��(�) ≔ [�, �] where � ∈  ���(�) is a homeomorphism from 

ℝ�onto �ℝ�
��(�). To give �ℝ�

��(�) a vector space structure, choose any � ∈  ���(�) , and define 

(i) ��(��)+ ��(��)≔ ��(�� + ��)        ∀ ��, �� ∈  ℝ� 

(ii) ���(�) ≔ ��(��)                                  ∀ � ∈ ℝ�, ∀ � ∈ ℝ 

If �� ∈ ���(�)  is any other choice such that ��(��)= ��(�) for some �� ∈ ℝ�, then 

 

���(��
� )+ ���(��

� )= ���(��
� + ��

� ) = ���(����� + �����) for some � ∈ ��(�, ℝ) 

���(���(�� + ��))=  ��(�� + ��)= ��(��)+ ��(��) 

 

and hence the vector space structure is independent of the choice of  � ∈  ���(�). 

 

To see that this bundle is locally trivial we define, as for any associated bundle, a map 

 ℎ�:� × ℝ� → �ℝ�
��(�), ℎ�(�, �)≔ [ℎ(�, �), �] where ℎ:� × ��(�, ℝ)→ ���(�) is a 

trivializing map of P over � ⊂ �. It is clear that the restriction ℎ�:{�} × ℝ� → �ℝ�
��(�) of the 

local trivializing map ℎ�is linear for each � ∈ � ⊂ �. 

This complete the proof of the theorem.                                                                                   □ 
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3.5 Tangent and Cotangent Bundles 

Definition 1 

In mathematics, the tangent bundle of a smooth (differentiable) manifold, denoted by ��  is the 

disjoint union of the tangent spaces of  � . That is, 

 

�� =  �  ���

�∈�

 = �  {�} × ���

�∈�

 

where ��� denotes the tangent space to � at the point �. So an element of �� can be thought of 

as a pair(�, �) where � is a point in � and � is a tangent vector to � at �. There is a natural 

projection 

�:�� → � 

defined by  �(�, �) = �. This projection maps each tangent space ���  to the single point �. 

The tangent bundle to a manifold is the prototypical example of a vector bundle (a fiber bundle 

whose fibers are vector spaces). A section of �� is a vector field on �, and the dual bundle to 

�� is the cotangent bundle, which is the disjoint union of the cotangent spaces of �. By 

definition, a manifold � is parallelizable if and only if the tangent bundle is trivial. 

Definition 2 

In Mathematics, the cotangent bundle of a smooth (differentiable) manifold, denoted by �∗� is 

the disjoint union of the tangent spaces of �. That is, 

�∗� =  � ��
∗�

�∈�

 = �  {�} × ��
∗�

�∈�

 

 

Where  ��
∗�  denotes the cotangent space to �  at the point �. 
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Example 4 

i) The simplest example   is that of ℝ�.In this case the tangent bundle is trivial and isomorphic 

to ℝ��. 

ii) Another simple example is the unit circle ��, the tangent bundle of the circle is also trivial and 

isomorphic to �� × ℝ. 

 

Theorem  

If �  is an �-dimensional smooth manifold, then the tangent bundle �� is a 2�-dimensional 

smooth manifold. 

Proof 

Let the projection map 

�:�� → � 

be defined by  

�(�) = �  �� � ∈ ���  

Now for a chart (�, �) ∈ � �of �,we construct the pair (���(�), �) ,where  

�:���(�)→ �(�)× ℝ� ⊆  ℝ� ×   ℝ� 

given by  

�(�) = (���(�)�, ��(�))  

= ��(�), ��(�)�    ��  � ∈ ���  

We claim that  (���(�), �) is a chart of  ��. 

 (1)  �  is one – one: 

Let  �, � ∈ ��� such that  �(�)= �(�).We have to show that  � =  �. 
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There are two cases: 

(Case-i): If  �, � belong to the same tangent space i.e.  �, � ∈ ���, then 

�(�):= ��(�), ��(�)�    �� � ∈ ���  

and �(�):= ��(�), ��(�)�    �� � ∈ ��� 

So,  �(�)= �(�) ⇒  ��(�), ��(�)� =   ��(�), ��(�)� 

⇒  ��(�) =  ��(�)        [ since by definition � is an isomorphism] 

   ⇒  � =  � 

(Case-ii):  If  �, � belong to the different tangent spaces i.e.  � ∈ ���and� ∈ ��� with  � ≠

�,then  

�(�)= �(�) ⇒  ��(�), ��(�)� =   ��(�), ��(�)� 

    ⇒  �(�) =   �(�)         [ since� is bijective ��(�)=   ��(�)] 

     ⇒  � =  �, which is a contradiction. 

Hence case-(ii) cannot be happened. 

(2)  �  is onto: 

Let  ��, ℎ�⃗ � ∈  �(�) ×  ℝ� be any arbitrary pair. We want to find out some  � ∈ �� such that  

�(�) = ��, ℎ�⃗ � 

If there is some � ∈ �,then we have  

�(�):= ��(�), ��(�)�    ��   � ∈ ��� 

Hence  ��(�), ��(�)� =  ��, ℎ�⃗ � , from which we get  
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�(�) = � and �� (�) =  ℎ�⃗  

So � = ���(� ) and  � = (��)��(ℎ�⃗  ). 

Therefore, we are looking for that �  is the vector, 

� ≔  (��)���ℎ�⃗ � ∈ ����(� )� 

This vector mapped on  ��, ℎ�⃗ �. 

Now  �(�) =  � �(��)���ℎ�⃗ �� := ������(� )�, �� �(��)���ℎ�⃗ ��� 

       = ��, ℎ�⃗ � 

Thus �  is onto. 

 (3)     �����(�)� =  �(�)× ℝ� ⊆  ℝ� ×   ℝ� =  ℝ�� 

Hence  (���(�), �) is a chart of��. 

Now, we take the collection of all charts  (���(�), �)  for all  (�, �) ∈ � �.We shall prove that  

� = {(���(�), �)/  (�, �)∈ � �}  is a  2�-dimensional smooth atlas on  ��. 

(�) �  covers �� :  

We have to show that  �� = ∪ (���(�) ) 

Now    ���(�) ⊆ �� ⇒  ∪  ���(�) ⊆ ��                                                                                 

But also   �� ⊆  ∪ ���(�), because for every   � ∈ ��, there exists some  � ∈ � such that  

� ∈ ��� . Hence  �(�) = �. 

But  � � covers �. Thus there exists some charts  (�, �) ∈ � � such that� ∈ �. That is  

�(�) = � ∈ �  

   ⇒  � = ��� (�) 
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Thus  � ∈ �� ⇒ � ∈ ���(�) ⊆  ∪  ���(�) 

Hence, we conclude that  

�� ⊆ ∪ ���(�) 

From above simplifications, we get, 

�� =  ∪  ���(�) 

Therefore    ℬ  covers��. 

(b) The charts of  �  are  �� compatible: 

Let  (���(�), �) and  (���(�), �) be two charts of ℬ ,which are constructed from  (�, �) and 

(�, �) respectively. 

(b.1) Now �����(�)∩  ���(�)� = �(���(� ∩ �))  

= �(� ∩ �) × ℝ� ⊆  ℝ� ×   ℝ� =  ℝ�� 

Similarly, �����(�)∩  ���(�)� =  �(���(� ∩ �))  

= �(� ∩ �) × ℝ� ⊆  ℝ� ×   ℝ� =  ℝ�� 

(b.2) We have to prove that  

�� ��� ∶ �����(� ∩ �)� → �(���(�) ∩  ���(�)) 

�(� ∩ �)× ℝ� ↦  �(� ∩ �)× ℝ� 

is a  ��diffeomorphismand  

�� ���: �(� ∩ �)× ℝ� ↦  �(� ∩ �)× ℝ� 

is also a  ��diffeomorphism. 

 Thus, we have  

� � ���(�) ⟶  �(�)× ℝ� ⊆  ℝ�� 
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Now    ∀ ��, ℎ�⃗ �  ∈  �(� ∩ �)× ℝ�,  we have  

(�� ���)��, ℎ�⃗ � =  �(�����, ℎ�⃗ �) 

                                  =  �(�)                         [ ∵   �(�) =  ��, ℎ�⃗ � ] 

                                  =  � �(��)���ℎ�⃗ ��       [  ∵   (��)���ℎ�⃗ �  ∈  ����(� )  ] 

                                  = �(���(�)), ��( (��)���ℎ�⃗ �)     [ �� (4.2)] 

                                 = (� � ���)(�), (��� (��)���ℎ�⃗ �) 

= �(� � ���)(�), ��(�����)������(� )����ℎ�⃗ �� 

                                  [Since there is a lemma that  �� � (��)�� =  �(� � ���)������(� )�� ] 

                                 = ((� � ���)(�), �(� � ���)(�))�ℎ�⃗ �) 

From which we conclude that � � ��� is smooth. 

Similarly, � � ��� is also smooth. 

Thus  ℬ  is an  �� atlas on �� .Hence  ℬ  defines on  �� the structure of a 2�-dimensional 

manifold.        

Hence completes the proof of the theorem.                                                                               □ 

3.5 Connections on Vector Bundles 

A connection on a fiber bundle is a device that defines a notion of parallel transport on the 

bundle; that is, a way to "connect" or identify fibers over nearby points.  

If the fiber bundle is a vector bundle, then the notion of parallel transport is required to be linear. 

Such a connection is equivalently specified by a covariant derivative, which is an operator that 

can differentiate sections of that bundle along tangent directions in the base manifold. 

Connections in this sense generalize, to arbitrary vector bundles, the concept of a linear 
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connection on the tangent bundle of a smooth manifold, and are sometimes known as linear 

connections. Nonlinear connections are connections that are not necessarily linear in this sense. 

 

Definition    

A connection on a vector bundle � is a map 

� ∶⎾ (�) → ⎾ (�(�)⊗ � ), 

which satisfies the following conditions: 

 i) For any ��, ��  ∈ ⎾ (�),  when�(�� + ��)= ��� + ��� 

 ii) For � ∈ ⎾ (�)  and any  � � ��(�) , when�(��)= �� ⊗ � +  � ��) 

 Suppose  � is a smooth tangent vector fields on  � and  � ∈ ⎾ (�). Let   �� � =  < �, �� > 

where< , >  represents the pairing between  �(�) and  �∗(�). Then  ���  is a section of  � , 

called the absolute differential quotient or the covariant derivative of the section � along �. 

 

Theorem 1 

Suppose � is a connection on a vector bundle �, and  � ∈ �. Then there exists a local frame 

field � in a coordinate neighborhood of � such that the corresponding connection matrix  �  is 

zero at �. 

Proof 

Choose a coordinate neighborhood (�; ��) of � such that ��(�) = 0,1 ≤ � ≤ �.Suppose�� is a 

local frame field on  � with corresponding connection matrix   �� =  (��
��

), where 

��
��

= ∑ ⎾ ��
���

��� �� , 

and the  ���
��

  are smooth functions on  �. Let  
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��
�

=  ��
�

−  � ���
��

�

���

(�). �� 

Then  � = (��
�

) is the identity matrix at  �. Hence there exists a neighborhood  � ⊂  � of  � 

such that  �  is non-degenerate in  �. Thus � = �. �� 

is a local frame field on  �. Since   ��(�) = − ��(�) 

we can obtain,                          �(�) = (��. ��� +  �. ��. ���)(�) 

= − ��(�)+  ��(�)  = 0 

Thus  � is the desired local frame field.        

This complete the proof of the theorem.                                                                                 □ 

 

Theorem 2 

Suppose X and Y are two arbitrary smooth tangent vector fields on the manifold M. Then 

�(�, �) = ���� − ���� − �[�,�] 

Here D is the connection on a vector bundle E of rank q. 

Proof  

Suppose � ∈ �(�) has the local expression 

� = � ����

�

���

,                  �� ∈ ℝ   

Then                               �� � =  < �, �� > 

where< , >  represents the pairing between  �(�) and  �∗(�). Then  ��� is a section of  � , 

called the absolute differential quotient or the covariant derivative of the section � along �. 

 



56 
 

Since,                                        ��(��) = (��)� + ���� 

= (��)� + � < �, �� > 

Now,  

��� = ��(� ����

�

���

) 

= � � ����

�

���

+ � �� < �, ��� >

�

���

 

= �(���)+ � �� < �, ��
� >)��

�

���

�

���

 

And 

����� = �{�(���)+ �(��� < �, ��
� >

�

���

�

���

+ ��� < �, ��
�

>)+ � ��(� < �, ��
� >

�

���

+ � < �, ��
�

>. < �, ��
� >)}��

�

���

 

 

similarly 

����� = �{�(���)+ �(��� < �, ��
� >

�

���

�

���

+ ��� < �, ��
�

>)+ � ��(� < �, ��
� >

�

���

+ � < �, ��
�

>. < �, ��
� >)}��

�

���
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Hence 

����� − �����

= �{(�� − ��)��

�

���

+ � ��(� < �, ��
� > + � < �, ��

� > − � < �, ��
� > − � < �, ��

� > + �

�

���

< �, ��
� > − � < �, ��

� > + �[

�

���

< �, ��
�

>. < �, ��
� > − < �, ��

�
>. < �, ��

�

>])}�� 

= �{[�, �]�� + � ��(< [�, �], ��
� > + < � ∧ �, ���

� − � ��
�

∧ ��
� >)}��

�

���

�

���

�

���

 

= �[�,�]� + � �� < � ∧ �, ��
� > ��

�

�,���

 

= > ����� − ����� − �[�,�]� = � �� < � ∧ �, ��
� > ��

�

�,���

 

Since  

�(�, �) = � �� < � ∧ �, ��
� > ��

�

�,���

 

Therefore                         ����� − ����� − �[�,�]� = �(�, �)� 

That is �(�, �) = ���� − ���� − �[�,�] 

This complete the proof of the theorem                                                                                      □                        
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                                                                               Chapter Four 

                 Differential Form on Manifolds 

 

4.1 Introduction 

In mathematics, the exterior product or wedge product of vectors is an algebraic construction 

used in Euclidean geometry to study areas, volumes, and their higher-dimensional analogs. The 

exterior product of two vectors � and �, denoted by � ∧  �, is called a bivector. The magnitude 

of � ∧  � can be interpreted as the area of the parallelogram with sides � and �, which in three-

dimensions can also be computed using the cross product of the two vectors. Also like the cross 

product, the exterior product is anticommutative, meaning that � ∧  � =  − � ∧  � for all vectors 

� and �. More generally, the exterior product of any number � of vectors can be defined and is 

sometimes called a �-blade.  

Definition 1 

The exterior algebra �(�) over a vector space � over a field� is defined as the quotient algebra 

of the tensor algebra by the two-sided ideal� generated by all elements of the form � ⊗  � such 

that � ∈  �. Symbolically, 

�(�) ≔ �(�)/� 

The wedge product ∧ of two elements of �(�) is defined by, 

� ∧ � = � ⊗ �      (��� �) 

The exterior algebra was first introduced by Hermann Grassmann in 1844. 
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4.2 The exterior power 

The �-th exterior power of �, denoted Λk(V), is the vector subspace of �(�) spanned by 

elements of the form                 �� ∧ �� ∧ … ∧ ��  ,     �� ∈ �, � = 1,2, … , � 

If α ∈ Λ k(V), then α is said to be a �-multivector. If, furthermore, α can be expressed as a wedge 

product of k elements of V, then α is said to be decomposable.  

For example, inℝ�, the following 2-multivector is not decomposable: 

� = �� ∧ �� + �� ∧ �� 

This is in fact a  symplectic form, since � ∧  � ≠  0. 

Definition 2  

In the mathematical fields of differential geometry and tensor calculus, differential forms are an 

approach to multivariable calculus that is independent of coordinates. Differential forms provide 

a better definition for integrands in calculus. For instance, ƒ(�) �� is a 1-form which can be 

integrated over an interval [�, �] in the domain of ƒ 

� �(�)��
�

�

 

and similarly ƒ(�, �) �� +  �(�, �) �� is a 1-form which has a line integral over any oriented 

curve γ in the domain of ƒ and g 

∫
�

�(�, �)�� + �(�, �)��  

Likewise, a 3-form ƒ(�,  �,  �)������  represents something that can be integrated over a region 

of space. The modern notion of differential forms was pioneered by Élie Cartan, and has many 

applications, especially in geometry, topology and physics. 
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Differential forms provide an approach to multivariable calculus that is independent of 

coordinates. 

Let U be an open set in ℝn. A differential 0-form is defined to be a smooth function f on U. If v is 

any vector in ℝn, then �  has a directional derivative ∂v f, which is another function on � whose 

value at a point p ∈ U is the rate of change (at p) of � in the v direction:                            

(���)(�) =
�

��
�(� + ��)∣��� 

This notion can be extended to the case that v is a vector field on U by evaluating v at the point p 

in the definition. 

In particular, if v = ej is the j-th coordinate vector then ∂v f is the partial derivative of f with 

respect to the j-th coordinate function, i.e., ∂f / ∂xj, where x1, x2, ..., xn are the coordinate 

functions on U. Partial derivatives depend upon the choice of coordinates: if new coordinates 

y1, y2, ..., yn are introduced, then 

∂f

∂x�
= �

∂y�

∂x�

∂f

∂y�

�

���

 

The first idea leading to differential forms is the observation that ∂vf (p) is a linear function of v:                            

(�����)(�) = (���)(�)+ (���)(�) 

(����)(�) = �(���)(�) 

 

for any vectors v, w and any real number c. This linear map from ℝn to ℝ is denoted dfp and 

called the derivative of f at p. Thus dfp(v) = ∂v f (p).  

Since any vector v is a linear combination ∑ v jej of its components, �� is uniquely determined 

by dfp(ej) for each j and each � ∈ �, which are just the partial derivatives of f on U. Thus 

�� provides a way of encoding the partial derivatives of �. It can be decoded by noticing that the 
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coordinates x1, x2..., xn are themselves functions on �, and so define differential 1-forms dx1, 

dx2... dxn. Since ∂xi / ∂xj = δij, the Kronecker delta function, it follows that 

�� = �
��

���
���

�

���

 

The meaning of this expression is given by evaluating both sides at an arbitrary point p: on the 

right-hand side, the sum is defined "point wise", so that 

��� = �
��

���

�

���

(�)(���)� 

Applying both sides to ej, the result on each side is the j-th partial derivative of � at �. Since 

� and � were arbitrary, this proves the formula. 

More generally, for any smooth functions gi and hi on U, we define the differential 1-form 

α = ∑ ���ℎ��  point wise by 

�� = � ��(�)(�ℎ�)�

�

 

for each � ∈  �. Any differential 1-form arises this way, and by using (A) it follows that any 

differential 1-form α on U may be expressed in coordinates as 

� = � �����

�

���

 

for some smooth functions fi on U. 

Given a differential 1-form α on U, when does there exist a function f on U such that        � =

 ��. The above expansion reduces this question to the search for a function f whose partial 

derivatives ∂f / ∂xi are equal to n given functions fi. For � > 1, such a function does not always 

exist: any smooth function � satisfies 
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���

��� ���
=

���

��� ���
 

so it will be impossible to find such an f unless 

���

���
−

���

���
= 0 

for all i and j. 

The skew-symmetry of the left hand side in � and � suggests introducing an anti-symmetric 

product  on differential 1-forms, the wedge product, so that these equations can be combined 

into a single condition 

�
���

���

�

�,���

��� ∧ ���  

where                                                ��� ∧ ��� = − ��� ∧ ��� 

This is an example of a differential 2-form: the exterior derivative �� of  

� = � �����

�

���

 

is given by 

�� = � ���

�

���

∧ ��� = �
��

�

���

�

�,�= 1

��� ∧ ��� 

For each k, there is a space of differential k-forms, which can be expressed in terms of the 

coordinates as 

� �����… ��
����

�

��,��,… ,����

∧ ���� ∧ … ∧ ����  
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for a collection of functions ���,��..,… ,��
 

Differential forms can be multiplied together using the wedge product, and for any differential k-

form α, there is a differential (� +  1)− form �� called the exterior derivative of α. 

Differential forms, the wedge product and the exterior derivative are independent of a choice of 

coordinates. Consequently, they may be defined on any smooth manifold M.  

Theorem 1 

Let � be a �� manifold. Then the set ��(�) of all forms on M can be naturally identified with 

that of all multilinear and alternating maps, as �� (�) modules from �-fold, direct product of 

�(�)to �� (�). 

Proof  

Suppose that a map �� ∶�(�)× … × �(�) → �� (�) with the above conditions is given. First 

of all, we shall see that for arbitrary vector fields �� ∈ �, the value ��(��, … , ��)(�) at point p is 

determined depending only on the values��(�)of each vector field �� at p. For that it is enough to 

linearly to show that if ��(�) = 0 for some i then the above value is 0. For the sake of simplicity 

assume that � = 1 and (�, ��, … , ��) be a local coordinate system around p. Then we can write 

�� = � ��

�

���
�

 

on U with ��(�) = 0. We choose an open neighborhood � of � such that �� ⊂ � and a 

�� function ℎ ∈ �� (�) such that it is identically 1on V and 0 outside of U. let �� = ℎ
�

���
 then 

we have �� ∈ �(�) and if we set ��� = ℎ�� then we have ��� ∈ �� (�). 

 

Now it is easy to see that  

�� = � ���
�

�� + (1 − ℎ�)�� 
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Therefore, we have  

��(��, … , ��)(�) 

= � ���(�)

�

��(��, �� … , ��)(�)+ (1 − ℎ(�)�)��(��, … , ��)(�) = 0 

Thus, the theorem is proved.                                                                                                  □ 

 

4.3 Wedge product 

The wedge product of a k-form α and an l-form β is a (k + l)-form denoted ���. For example, if 

k = l = 1, then ��� is the 2-form whose value at a point p is the alternating bilinear form defined 

by 

(� ∧ �)�(�, �)= ��(�)��(�)− ��(�)��(�) 

for v, w ∈ TpM. The wedge product is bilinear: for instance, if α, β, and γ are any differential 

forms, then 

� ∧ (� + �) = � ∧ � + � ∧ � 

It is skew commutative meaning that it satisfies a variant of anti-commutativity that depends on 

the degrees of the forms: if α is a k-form and β is an l-form, then 

� ∧ � = (− 1)��� ∧ � 

More generally, given 1-form� and, we may consider their product � ∧ �, which is a 2-form. 

This rules governing exterior algebra are:   

1. (Distributive Law) 

(�� + ��)∧ � = �� ∧ � + �� ∧ �), � ∧ (�� + ��) = � ∧ �� + � ∧ ��) 
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2. (Associative Law) 

(��)∧ � = � ∧ (��) = �(� ∧ �) 

3. (Skew Symmetry)      � ∧ � = − � ∧ � 

Here �, �, ��, ��, ��, and�� are 1-form and � is a function. 

4.                       �∗(� ∧ �)= �∗� ∧ �∗�, �∗(��) = (�∗�)(�∗�) 

Here f is a scalar function and hence can be regarded as a 0-form. It’s pull back �∗� by g is just 

the composite � ∘ �. 

5. (Exterior Differentiation) 

If  � = ����� + ����� + ⋯ + ����� then we have  

�� = ��� ∧ ��� + ��� ∧ ��� + ⋯ + ��� ∧ ��� 

6. (�� = 0). For each function�, ��� ≡ �(��) = 0. 

7. (Product Rule)                       �(��) = �� ∧ � + ��� 

8.                                                  �∗(��) = �(�∗�) 

Note that: Wedge products are intimately related to determinants. 

The wedge product is alternating on elements of V, which means that x ∧ x = 0 for all x ∈ V. It 

follows that the product is also anti-commutative on elements of V, for supposing that x, y ∈V, 

0 = (� + �)∧ (� + �) = � ∧ � + � ∧ � + � ∧ � + � ∧ � = � ∧ � + � ∧ � 

Hence                                  � ∧ � = − � ∧ � 

Conversely, it follows from the anti-commutativity of the product that the product is alternating, 

unless K has characteristic two. 
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More generally, if x1, x2,...,xk are elements of V, and � is a permutation of the integers [1, . . . , �], 

then 

��(�) ∧ ��(�) ∧ … ∧ ��(�) = ���(�)�� ∧ �� ∧ … ∧ �� 

 where ��� (�) is the signature of the permutation �. 

Theorem 2 

Suppose  �:� → � is a linear map. Then  �∗ commutes with the exterior product, that is, for any  

� ∈ ��(�∗)  and  � ∈ ��(�∗), 

�∗( � � � )=  �∗� � �∗�. 

Proof  

Choose any��, … , ���� ∈ �. Then  

�∗( � � � )(��, … , ����) = � � � (�(��), … , �(����)) 

               =
1

(� + �)!
� ����

�∈ Ѕ (���)

. � �����(�)�, … , ����(�)��. 

                                                    �(����(���)�, … , ����(���)�) 

    =
1

(� + �)!
� ����

�∈ Ѕ (���)

. �∗����(�), … , ��(�)�. 

�∗�(��(���), … , ��(���)) 

= �∗� � �∗�(��, … , ����). 

Therefore 

�∗( � � � ) =  �∗� � �∗�. 

This complete the proof of the theorem.                                                                                        □                                                                              

 



67 
 

Example 1  

Express the 2-form �� ∧ �� in polar coordinates. 

Solution: We have� = �����, � = �����. Then we obtain 

�� = ������ − �������    ��� �� = ������ + ������� 

Then �� ∧ �� = (������ − �������)∧ (������ + �������) 

= ����. ������� ∧ �� − �����. ������ ∧ �� 

= �������� ∧ �� + �������� ∧ �� = ��� ∧ �� 

4.4 Exterior Differentiation 

In differential geometry, the exterior derivative extends the concept of the differential of a 

function, which is a 1-form, to differential forms of higher degree. Its current form was invented 

by Élie Cartan. 

The exterior derivative d has the property that d2 = 0 and is the differential (coboundary) used to 

define de Rham cohomology on forms. Integration of forms gives a natural homomorphism from 

the de Rham cohomology to the singular cohomology of a smooth manifold.  

The exterior derivative of a differential form of degree k is a differential form of degree   � +  1. 

There are a variety of equivalent definitions of the exterior derivative. 

Definition 3 

Suppose  � is an �-dimensional smooth manifold. The bundle of exterior �-forms on � 

  ��(�∗)= �   ��

�∈�

(��
∗) 

is a vector bundle on �. Use   ��(�) to denote the space of the smooth sections of the exterior 

bundle  ��(�∗): 
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  ��(�) =   �(��(�∗)). 

  ��(�)  is a ��(�)-module. The elements of   ��(�)  are called exterior differential �-forms 

on  �. Therefore, an exterior differential �-form on � is a smooth skew-symmetric covariant 

tensor field of order � on  �. 

Similarly, the exterior form bundle  �(�∗)= ⋃ ��∈� (��
∗) is also a vector bundle on �. The 

elements of the apace of its sections  �(�) are called exterior differential forms on �. Obviously 

�(�) can be expressed as the direct sum 

�(�) = � ��(�)

�

���

 

i.e., every differential form  � can be written as 

� = �� + �� + ⋯ + ��, 

where ��  is an exterior differential �-form. The wedge product of exterior forms can be 

extended to the space of exterior differential form  �(�). Suppose  ��, �� ∈ �(�). For any  � ∈

�, let 

  ��� ��(�) =   ��(�) �  ��(�), 

 

where the right-hand side is a wedge product of two exterior forms.  

 

It is obvious that  �� � �� ∈ �(�). The space �(�) then becomes an algebra with respect to 

addition, scalar multiplication and the wedge product. Moreover, it is a graded algebra. This 

means that �(�) is a direct sum of a sequence of vector space and the wedge product  � defines 

a map 

� ∶��(�)×   ��(�) → ����(�), 

where  ����(�) is zero when � + � > � . 
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4.5 Exterior derivative of a function 

If ƒ is a smooth function, then the exterior derivative of ƒ is the differential of  ƒ. That is, �ƒ is the 

unique one-form such that for every smooth vector field �, �ƒ(�) =  �ƒ, where �ƒ is the 

directional derivative of ƒ in the direction of X. Thus the exterior derivative of a function is a one-

form. 

4.6 Exterior derivative of a k-form 

The exterior derivative is defined to be the unique R-linear mapping from k-forms to (k+1)-forms 

satisfying the following properties: 

1. �� is the differential of ƒ for smooth functions ƒ. 

2. �(��) = 0 for any smooth function ƒ. 

3. � (� ∧ �) =  �� ∧ � +  (− 1)�(� ∧ ��) where α is a p-form. That is to say, d is a 

derivation of degree 1 on the exterior algebra of differential forms. 

The second defining property holds in more generality: in fact, �(��) =  0 for any � − form 

�.The third defining property implies as a special case that if ƒ is a function and �a �-form, then 

        �(ƒ�) =  �ƒ∧ � +  ƒ∧ �� because functions are forms of degree 0. 

4.7 Exterior derivative in local coordinates 

Let (x1,..., xn) be a local coordinate system First, the coordinate differentials dx1,..., dxn form a 

basic set of one-forms within the coordinate chart. Given a multi-index I = (i1,...,ik) with 1 ≤ ip ≤ 

n for 1 ≤ p ≤ k, the exterior derivative of a k-form 

� = ����� = ���,��… ��
���� ∧ ���� … ���� 

over ℝ� is defined as 



70 
 

�� = �
���

���

�

���

��� ∧ ���  

For general k-forms ω = ∑ ������  (where the components of the multi-index � run over all the 

values in {1, . . . , �}). 

Indeed, if ω = ƒI dxi1∧...∧dx ik, then   �� = �(������ ∧ … ∧ ����) 

= ��� ∧ ����� ∧ … ∧ ����� + ���(���� ∧ … ∧ ����) 

= ��� ∧  ���� ∧ … ∧ ���� + �(− 1)(���)��

�

���

���� ∧ … ∧ ������ ∧ ����� ∧ ������ … ∧ ����  

= ��� ∧ ���� ∧ … ∧ ����   = �
���

���

�

���

��� ∧ ���� ∧ … ∧ ����  

Definition 4  

Suppose � is an �-dimensional smooth manifold. Then there exists a unique map �:�(�) →

�(�)  such that  �(��(�)) ⊂ ����(�)  and such that � satisfies the following: 

 1)   For any   �� ,  �� ∈ �(�),   �(�� + ��) = ��� + ���. 

 

2) Suppose  �� is an exterior differential �-form. Then 

 
 

          �(��� ��)= ���� �� + (− 1)���� ���. 
 

           3) If  � is a smooth function on  �, i.e., � ∈ ��(�), then  �� is precisely the differential 

of  �. 

           4) If  � ∈ ��(�), then  �(��) = 0. 

The map  � defined above is called the exterior derivative. 

 



71 
 

Theorem 3 

Let � be differentiable map, �, � are 1-Form, then  

i) �(��) = �� ∧ � + ��� 

ii) �(� ∧ �) = �� ∧ � − � ∧ �� 

Proof: 

i) Let  � = ∑ ��
�
��� ���  then �� = ∑ ���

�
��� ��� , so 

�(��) = � �� ���

�

���

���� = � �(���)

�

���

��� 

             = �(�(�)��

�

���

∧ ��� + ��(��)∧ ���) 

                = � �(�)��

�

���

∧ ��� + � ��(��)∧ ���

�

���

 

= �� ∧ � + ��� 

ii) Let  � = ∑ �����
�
���  , � = ∑ ��

�
��� ���, then 

� ∧ � = ∑ ∑ ��
�
���

�
��� �������� so it is sufficient to prove the statement for 

� = ���� and � = ����and then extend linearly, so 

�(� ∧ �) = ������ ∧ ����� = �(��������)= �(��)∧ ������ 

                 = ��(�)������ + ��(�)������ 

        = �(�)��� ∧ ���� − ���� ∧ �(�)��� 

= �(�)∧ �)− � ∧ �� 

Theorem 4 (Poincare’s Lemma)  

�� = 0,  i.e., for any exterior differential form�, �(��) = 0 

Proof 
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Since � is a linear operator, we only prove the lemma when � is a monomial. By the local 

properties of �, it is sufficient to assume that   � = � � ���� … . ���� 

Hence                                 �� = �� Ʌ ���Ʌ … . . � ���
. 

Differentiating one more time and applying conditions (2) and (4), we have 

 

       �(��) = �(��)Ʌ ���� … � ��� 

− �� � d(���)Ʌ … …  Ʌ ��� 

   +  … = 0 

This complete the proof of the theorem                                                                              □ 

Theorem 5 

Suppose � is a differential 1-form on a smooth manifold  �.  � and � are smooth tangent vector 

fields on  �. Then 

< �� � , �� >  =   � < � , � > − � < � , � > − < [ � , � ] , � > 

Proof: 

Given,       

< �� � , �� >  =   � < � , � > − � < � , � > − < [ � , � ] , � >                      (3.2) 

Since both sides of (3.2) are linear with respect to � , we may assume that  � is a monomial 

 

� = � ��    ; where  � and  � are smooth functions on  � 
 

⇒ �� = ��� �� 

L.H.S:    < �Ʌ � , �� > 

 

=  < � Ʌ � , �� Ʌ  ��  > 
 

                =  �
< � , �� > <  � , ��  >
< � , �� > <  � , ��  >

� 
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    = �
��  ��  
��  ��  

� 

    =   ��. �� − ��. �� 

 

             R.H.S:  � < � , � > − � < � , � > − < [ � , � ] , � > 

 

= � < � , ��� > − � < � , ��� > − < [ � , � ] , � �� > 

 

    = �(� �� )−   �( � �� ) −  �[ � , � ] � 

 

    = ��. �� +  � ��� − ��. �� − � ��� − � ��� + � ��� 

 

  = ��. �� − ��. �� 

Therefore, L.H.S = R.H.S  

This complete the proof of the theorem                                                                              □ 

Theorem 6 

Suppose �:� → �  is a smooth map from a smooth manifold � to a smooth manifold �. Then 

the induced map�∗:�(�)→ �(�) commutes with the exterior derivative  �, that is, 

                                                   �∗� � = � � �∗:�(�) → �(�)                                            (3.3).                 

Proof 

 Since both �∗ and  �  are linear, we need only consider the operation of both sides of (3.3)   on 

a   monomial �. 

First suppose � is a smooth function on � i.e., � ∈ ��(�). Choose any smooth tangent vector 

field  � on �. Then  

< �, �∗(��) >   =    < �∗� , �� > 

=    �∗�(�) 
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     =  �(� � �) 

                                                                                =   < � , �(�∗�)>. 

Therefore                                        �∗(��)= �(�∗�). 

Next suppose  � = � ��, where  �, � are smooth functions on �. 

 Then                                            �∗(��) = �∗(�� � ��) 

              = �∗�� � �∗�� 

                      = �(�∗�) �  �(�∗�) 

= �(�∗�). 

Now assume that (1) holds for exterior differential forms of degree  < � . We need to show that 

it also holds for exterior differential �-forms. Suppose  

� = �� � ��, 

where  �� is a differential 1-form on � and  �� is an exterior differential  (� − 1) form on  �. 

Then by the induction hypothesis we have 

� � �∗(�� � ��) = �(�∗�� �  �∗�� ) 

         = �(�∗��) �  �∗�� − �∗��  �  �(�∗��)   

=   �∗(��� � ��)−   �∗(�� � ���) 

                                                     = �∗� �(�� � ��). 

This complete the proof of the theorem                                                                              □ 

Example 2  

Consider � = � ��� ∧ ��� over a 1-form basis dx1 ,...,dxn. The exterior derivative is: 

�� = �(�)∧  ��� ∧ ��� 
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= ��
��

���

�

���

���� ∧ ��� ∧ ��� 

= � �
��

���
��� ∧ ��� ∧ ����

�

���

 

The last formula follows easily from the properties of the wedge product. Namely ��� ∧ ��� = 0. 

Example 3 

For a 1-form σ = u dx + v dy defined over ℝ2. We have, by applying the above formula to each 

term (consider x1 = x and x2 = y) the following sum, 

�� = ��
��

���
���

�

���

∧ ��� + ��
��

���
���

�

���

∧ ��� 

= �
��

��
�� ∧ �� +

��

��
�� ∧ ��� + �

��

��
�� ∧ �� +

��

��
�� ∧ ��� 

= 0 −
��

��
�� ∧ �� +

��

��
�� ∧ �� + 0 

= �
��

��
−

��

��
� �� ∧ ��. 

Example 4 

 Suppose the Cartesian coordinates in  ℝ� are given by (�, �, �). 

1) If  � is a smooth function on ℝ�, then 

�� =
��

��
�� +

��

��
�� +

��

��
��. 

The vector formed by its coefficients   ( 
��

��
,

��

��
,

��

��
)  is the gradient of  �, denoted by  ���� �. 

2) Suppose  � = ��� + ��� + ���,    where  �, �, � are smooth functions on  ℝ�. Then 
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�� = �� � �� + �� � �� + �� � �� 

    = �
��

��
−

��

��
� �� � �� + �

��

��
−

��

��
� �� � �� +  

�
��

��
−

��

��
� �� � ��. 

Let �   be the vector (�, �, �), then the vector 

�
��

��
−

��

��
,

��

��
−

��

��
,

��

��
−

��

��
� 

formed by the coefficients of  ��  is just the  ���� of the vector field  �, denoted by ���� � . 

3) Suppose  � = ��� � �� + ��� � �� + ��� � ��. Then  

 

�� = �
��

��
,
��

��
,
��

��
�  �� � ��� �� 

= ��� � �� � ��� �� 

where  ��� �  means the divergence of the vector field  � = (�, �, �). 

From theorems, two fundamental formulas in a vector calculus follow immediately. Suppose  � 

is a smooth function on ℝ� and � is a smooth tangent vector field on  ℝ� . Then 

 

�
���� ( ���� � )= 0,

  ��� ( ���� � ) = 0.
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                                                                                                       Chapter Five 

Existence of Kodaira Moduli Spaces 

5.1 Introduction 

Let X be a compact Sub manifold of a complex manifold Y with normal bundle ��/�, such that 

H�(X, ��/�)= 0. In 1962 kodaira [4] proved that, such a sub manifolds ��  of Y with the moduli 

space M being dim M=ℎ�(�, ��/� )is dimensional complex manifold. Moreover, there is a 

canonical isomorphism �� : ��� → ��(�� , �� ) which associates a global Section of the normal 

bundle ��  of the associated submanifold �� ↪ � , called the Kodaira map. The manifold 

(parameter space) M is called the Kodaira Moduli space. In Kodaira [5], showed that if  � be a 

compact complex Legendre submanifold of a complex contact manifold Y with contact Line 

bundle L then ��(�, ��) = 0 , where we see that �� is the restriction of � on �,then X is a stable 

Legendre submanifold of Y. This generalizes the result in Kodaira’s stable manifold. Again if 

��(�, ��) = 0 , where �� is the restriction of S on X, then X is a stable isotropic submanifold of 

Y. This generalizes the result in Legendre and kodaira’s stable submanifold. 

 

5.1.1 Existence of Kodaira Moduli Spaces 

Let Y and M be complex manifolds and let �1: Y ×  M → Y and �2: Y ×  M → Y be two natural 

projections. An analytic family of compact sub manifolds of the complex manifold Y with the 

moduli space M is a complex sub manifolds F →Y ×  M such that the restriction of the 

projection ͂�2 on F is a proper regular map (regularity means that the rank of the differential of v 

≡  �2 | F: F → M is equal to dim M at every point). Thus, the family F has double fibration 

structure. 

�
�
← �

�
→ � 

  where μ = �1 | F. For each t ∈ M we say that the compact complex submanifolds, such that 

 Xt  := μ � V-1 (t) → � belong to the family. If F → � ×  � is an analytic family of compact 

submanifolds, then for any t ∈ M, there is a natural linear map, 

                                                        Kt :Tt M → H0 (Xt  , N Xt |Y) , 
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From the tangent space at t to the vector space of global holomorphic sections of the normal 

bundle N Xt |Y = TY | Xt  / TXt to the submanifold  Xt ↪ �.                                                                                    

An analytic family F ↪ � ×  � of compact submanifolds is called complete if the Kodaira map 

kt is an isomorphism at each point t in the moduli space M. This moduli space M is called 

Kodaira moduli space. It is called maximal if for any other analytic family �� ↪ � ×  ��  of 

compact complex submanifolds such that μ � V-1   (t) = � � � �� -1 ( �̃) for some points t ∈ M and 

�̃ ∈  � �, there is a neighborhood �� ⊂ � � of the point�̃� and a holomorphic map �: �� → M such 

that  ��  � �� -1 ( ��’)  =� � V-1  (� ( �̃’)) for every  �̃’ ∈  � � . 

 

Theorem 1: [4] If X ↪ � is a compact complex submainfold in complex manifold Y with 

normal bundle N X |Y such that H1 (X, N X |Y) = 0, then X belongs to the complete and maximal 

analytic family {Xt  ↪ � | � ∈  �} of compact complex submanifolds with the moduli space M 

being a  ℎ�(X, N X |Y) dimensional complex manifold. 

 

5.1.2. Complex Contact Manifolds 

Definition 1. A complex contact manifold is a pair (Y, D) consisting of a (2n+1)-dimensional 

complex manifold Y and a rank 2n-holomorphic sub bundle D ⊂ �� of the holomorphic tangent 

bundle to y such that the Frobenious form  

                                               ϕ: D×D→�Y/D 

                                         (�, �) → [�, �] mod D 

is non degenerate. Define the contact line bundle L≔ ��/D, on Y by the exact sequence 

                                        0→���→������
�
→L → �, 

where � is the tautological projection and D=ker �.But we may also think of �(in a trivialisation 

of L) as a line bundle-valued 1-form ������, Ω��⨂��, and so attempt to form its exterior 
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derivative d�.we can easily verify that the maximal non-degeneracy of the distribution D is 

equivalent to the above defined “twisted” 1-form satisfies the condition 

� ∧ (��)� ≠ 0. 

Definition 2. A compact complex p-dimensional sub manifold�� ↪ ����� of a complex contact 

manifold ����� is called isotropic if 

�� ⊂ � ⎸�. 

An isotropic sub manifold of maximal possible dimensions n is called a Legendre submanifold. 

The normal bundle ���� of any Legendre submanifold X ↪Y isomorphic to 

���� [8] where �� =L/� , and therefore fits into the exact sequence 

0→Ω�� ⨂ ��→�
� �⃒

��
�� �� → 0. 

 

5.2 Existence of Legendre Moduli Spaces 

Let Y be a complex contact manifold. An analytic family {Xt ↪ �| � ∈  �} of compact 

submanifolds of Y is called an analytic family of compact Legendre submanifolds if, for any 

point ∈  �, the corresponding subset Xt := � � V-1(t) →Y is a Legendre submanifolds. The 

parameter space M is called a Legendre moduli space. Let F ↪Y × M be a family of compact 

Legendre sub manifolds. If F ↪Y × M is an analytic family of compact Legendre sub manifolds, 

it is also an analytic family of complex sub manifolds in the sense of Kodaira and thus, for each 

� ∈  �, there is a linear map  

Kt  :Tt M → H0 (Xt  , N Xt |Y). 

Definition 1 

The analytic family F →Y × M of compact Legendre sub manifolds is complete at a point � ∈  � 

if the composition  

st : Tt M 
��
→ H0 (Xt, N Xt |Y) 

��
�� H0 (Xt, L Xt ) 
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provides an isomorphism between the tangent space to M at the point t and the vector space of 

global sections of the contact line bundle over Xt. The analytic family F →Y x M is called 

complete if it is complete at each point of the moduli apace M. 

Lemma 1 

If an analytic family F ↪Y × M of compact complex Legendre sub manifolds is complete at a 

point �0 ∈  � , then there is an open neighborhood U  ⊆   M of the point t0 such that the family  

F ↪Y × M is complete at all points t ∈ U. 

 

Definition 2:  

An analytic family F ↪Y × M of compact complex Legendre submanifolds is maximal at 

appoint t0∈ M, if for any other analytic family �� ↪Y × ��  of compact complex Legendre 

submanifolds such that μ0 V-1(t0) = � � 0�� -1(�̃0) for a point �̃0 ∈ ��  , there exists neighborhood 

�� ⊂ ��  of �̃0 and a holomorphic map �: �� →M such that   �(�̃0) = �̃0 and  �� �  �� -1(�̃0) = μ � V-1  

(�(�̃0))  for each t ∈ ��. The family F ↪Y × M is called maximal if it is maximal at each point t in 

the moduli space M.  

Lemma 2: 

If an analytic family F ↪Y × M of compact complex Legendre sub manifolds is complete at a 

point t0∈ M, then it is maximal at the point .The map st : Tt M → H0 (Xt, L X )studies by Lemma 1 

and Lemma 2 will play a fundamental role, our study of the reach geometric structure induced 

canonically on moduli spaces of complete and maximal analytic families of compact Legendre 

sub manifolds described by the following theorem. 

 

Theorem 1: 

Let X be a compact complex Legendre sub manifolds of a complex contact manifold Y with 

contact line bundle L. If H1(X, Lx) = 0 then, there exists a complete and maximal analytic family 

 {Xt ↪Y | t ∈ M} of compact Legendre sub manifolds containing X with Legendre moduli space 

M, is a H0 (X, Lx) dimensional complex manifold. 
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This theorem is proved by working in local coordinates adapted to the contact structure and 

expanding the defining functions of nearby compact Legendre submanifolds in terms of local 

coordinates on the moduli space M. This is much in the spirit of the original proof of Kodaira’s 

theorem of the existence, completeness and maximality of compact submanifolds of complex 

manifolds. The essential difference from the Kodaira case is that the infinite sequence of 

obstructions to agreements on overlaps of formal power series is situated now in H1 (X, Lx) rather 

than in H1 (X, �
� �⃒

 ). 

 

5.3 Existence of Isotropic Moduli Spaces 

Let Y be a complex contact manifold. An analytic family F↪Y ×M of compact submanifold of 

the complex manifold Y is called an analytic family of isotropic submanifolds, if for any 

� � �,the corresponding subset ��=μ � ���(�)↪ � is an isotropic sub manifold. We will use the 

symbol{�� ↪ � ⎸t � �} to denote an analytic family of isotropic sub manifold, the parameter 

Space M is called isotropic moduli Space. Let X =��� 
for some �� � �. If �� ↪  ����� is an 

isotropic sub manifold, then each point in X has a neighborhood U in Y such that the contact 

structure in a suitable trivialization of L over U , is  

� = ��� + � ���

�

���������

���� + � ��

�

���

�ȥ� 

and X in U is given by  

                                                       �� = �� = ��� = ���=0. 
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There exists an adopted coordinate covering {��} of a tubular neighborhood of inside Y.As a 

consequence one can always choose local coordinator functions  (��
�, ��

�, ��
��, ��

��, ȥ
�
�),in �� where 

��, �� = 1, … . , � such that the contact structure in �� is represented by  

�� = ���
� + � ��

����
��

���
(���)������

+

�

���

� ��
���ȥ

�
�

���
�������

�

���

 

With �� ∩ � given by  ��
� = ��

� = ��
�� = ��

�� = 0 , 

And  

                                                              ��⎸��∩��
= �����⎸��∩��

                                                       (1)   

For some nowhere vanishing holomorphic functions ���(����).They satisfy the condition  

��� = ������ 

On every triple intersection  �� ∩ ��, the coordinates ��
� ≔ (��

�, ��
�, ��

��, ��
��) and ��

� are 

holomorphic functions ��
� ≔ (��

�, ��
�, ��

��, ��
�� ) and ��

�, 

⎩
⎪
⎪
⎨

⎪
⎪
⎧��

� = ���
� ���

�, ȥ
�
��

��
� = ���

� ���
�, ȥ

�
��

��
�� = ���

�� ���
�, ȥ

�
��

��
�� = ���

�� ���
�, ȥ

�
��

ȥ
�
� = ���

� (��
�, ȥ

�
�)

⟺ �
��

� = ���
�(��

�, ȥ
�
�)

ȥ
�
� = ���

� (��
�, ȥ

�
�)

 

 

With ���
��0, ��

�� = 0,where A=0,a,�,� �� 
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Equation (1) puts the following constrains on gluing functions. 

��� =  
����

�

���
� + ∑ ���

�
�

����
�

���
�  + ∑ ���

��
��

����
��

���
�                     (2) 

� =  
����

�

���
� + ∑ ���

�
�

����
�

���
�  + ∑ ���

��
��

����
��

���
�                                                                                    (3) 

� =  
����

�

���
�� + ∑ ���

�
�

����
�

���
��  + ∑ ���

��
��

����
��

���
��                                                                                                                       (4)  

�����
�� =  

����
�

���
�� + ∑ ���

�
�

����
�

���
��  + ∑ ���

��
��

����
��

���
��                                                                                                                (5)  

�����
� =  

����
�

���
� + ∑ ���

�
�

����
�

���
�   + ∑ ���

��
��

����
��

���
�                                                                                                                (6) 

 

Which express the fact that the chosen coordinate charts  �� are glutted by the contactomorphisms. 

For any point t in a sufficient small co-0rdinate neighborhood �� ⊂ � of �� with coordinate 

functions��, � = 1,…, m = dim M , the associated isotropic sub manifold  �� =  � � ��� (�) 

is expressed in the domain �� by equations of the form [5] 

                                                       ��
� =  ∅�

� ( ��
�, ��) ,  � =  0,a,�,� �� 

 

 

Definition 1: The bundle  ��  is defined to be the kernel of the canonical projection 

�:�
� �⃒

→ ����. 

i.e, it is defined by the exact sequence 

                                           0→��→�
� �⃒

  → ���� → 0. 
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Lemma 1: �� is isotropic if and only  

                              ��
�(Ζ�, t) = - 

���
�(Ζ� ,�)

�Ζ�
�  - ∑ ��

�� (�� , t)�
������

���
��(Ζ�  ,�)

���
�  

 

Proof: Let �� ↪ �����be an isotropic submanifold in complex contact manifold Y. An arbitrary 

�� , deformation of X inside Y, is given by 

⎩
⎪
⎨

⎪
⎧��

� =  ��
� (�� , t)

��
� = ��

� (�� , t)

��
�� = ��

�� (�� , t)

��
�� = ��

�� (�� , t)

 

                                                 ⇒ ��
�  = ��

�  (z� , t) 

 

Then, �
���

�

��
|�� is a global section of ��|�. �� is isotropic if and only if ��= d��

�+ ��
�����

��+ 

��
����

� vanishes on ��. Then  

                O =��|�� = d��
� (��, t) + ��

��(��, t) d ��
��(��, t) + ��

�(��, t)d��
� 

                                = 
���

����, ��

���
� ���

� + ��
�����, ��

���
��

���
�  ���

� + ��
�(��, t) d��

� 

                                 = [��
�(��, t) + 

���
����, ��

���
�  + ∑ ��

���
������ (��, t)

���
�����, ��

���
� ] ���

� 

 

Thus we obtain 

    ��
�(��, t) = - 

���
����, ��

���
�  - ∑ ��

���
������ (��, t)

���
�����, ��

���
�                                                                       (7) 

 

Where ��
����, �� is a holomorphic function of ��

�  and t, which satisfy the boundary condition    

��
����, �� = 0 for t= �� . Hence the proof is completed. 
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Theorem 2: If an analytic family F ↪Y × M of compact complex Legendre sub manifolds is 

complete at a point �0 ∈  � , then there is an open neighborhood U  ⊆   M of the point t0 such that 

the family F ↪Y ×M is complete at all points t ∈ U. 

Proof: For any point t in a sufficient small coordinate neighborhood �� ⊂ � of  �0 

With coordinate function��, � = 1,…, m = dim M , the associated sub manifold  ��  is 

expressible in the domain ��     by the equations of the for 

��
� = ∅ �

 � �ȥ
�
 � , ���, 

Where,     ∅ �
� �ȥ

�
� , ��  =   −

�∅�
� (ȥ�

� ,�)

���
�   - ∑ ∅ �

���ȥ
�
 � , ���

������

�∅�
��(ȥ�

� ,�)

���
�   . (by lemma 1) 

Let �� ≔  ��� (��) be covered by coordinate neighbourhood �� with coordinate functions 

(ȥ
�
 �, ��).Take any vector field v on �� , and apply the corresponding 1 order differential operator  

v = ∑ ����
�
��� to each function ∅ �

� �ȥ
�
  , ��, then the result is a collection of vector valued 

holomorphic functions  

                                                            ��
� = ∑ �� �∅�

�(�� ,�)

���
�
���  

Defined respectively on �� .on the intersection  �� . ∩  �� they are related to each other by the 

rule 

          ��
� = ∑ ����  

� ��
��

��� , 

Where the gluing functions are  

����  
� =  

����
�

���
�   / �� =  ∅ �

� ��� , �� −  ∑
�∅�

� 

���
� 

�
���  ǀ��

� =  �
�� (∅ �

�  ,   ��)

� ����
�

���
�   / �� = ∅� (��, �) 

And thus, represent a global section of the normal bundle �� over �� . Therefore the kodaira 

map ��  is given by  

                                                         Kt : Tt M → H0 (Xt  , NXt |Y). 
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                                                  ∑ ����  
�
��� ↦ {����  ∅�

�(�� ,�)}.  

To prove the completeness, we have to show that the sequence  

                            0 → H0 (Xt , ���
) → Kt (Tt M ) → H0 (Xt , ���

) → 0, 

  is exact at points t sufficiently close to ��. 

Note that { Kt ( 
�

���
 ) } are sections  of ���

at Xt while { Kt ( 
�

���� ) } are sections of ���
at Xt 

With � = 1,…, m = dim H0 (Xt , ���
)  and �� = 1,…,dim H0 (Xt , ���

) . 

We know that these form a basis at t=��.Hence they must form a basis for all t with | t- ��|< ∈�, 

Where ∈� ∈ ��is a sufficiently small positive number. Thus  

                  dim Im Kt (Tt M ) ≥ dim (H0 (Xt0 , ����
))+ dim(�� (��� , ����

)),  

for all | t- ��|< ∈�. On the other hand , the upper semi –continuity principle [3] implies 

                    dim Im Kt (Tt M ) ≤ dim (H0 (Xt0 , ����
))+ dim(�� (��� , ����

)), 

for all | t- ��|< ∈�. for some ∈� ∈ �� , therefore if the exact sequence  

                      0 → H0 (Xt , ���
) → Kt (Tt M ) → H0 (Xt , ���

) → 0, 

Is exact at �� , then it is also exact for all | t- ��|< min(∈� , ∈�) 

This completes the proof. 

 

5.4 Existence Theorem of Isotropic Submanifolds 

 If X ↪ Y is compact isotropic submanifold in a complex contact manifold Y. Then its normal 

bundle ��|� fits into an extension. If �� (X, ��) =  �� (X, ��) =0, then there exists a complete 

analytic family {�� ↪ �|t ∈ M} of isotropic submanifold, such that 
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 ���
 = X for some �� ∈ M, 

 �ℎ��oduli space M is smooth 

 dim� = ℎ� (X, ��) +  ℎ� (X, ��) 

 the tangent space ��M, t ∈ M fits into the extension 

 

0 → ��(��,   ���)→��,   (��,   M) → ��(��,   ��,   ���
) →0 

 

Proof: Let (��
�, ��

�, ��
��, ��

� � , ��
� ) be a coordinate system on Y which is adopted to the isotropic 

character of the embedding � ↪ � by previous discussion . Assume { �� → �| � � � } is a 

family of compact complex isotropic submanifold in complex contact manifold. Let a family can 

be described by  ��
�(�� , t), ��

�(�� , t),��
��(�� , t), ��

��(�� , t), which solve the equations in �� ∩ �� . 

 

��
�(�� , t)=  ���

��∅�
�(�� , t), ∅�

�(�� , t), ∅�
��(�� , t), ∅�

��(�� , t) , ��� 

��
�(�� , t)=  ���

��∅�
�(�� , t), ∅�

�(�� , t), ∅�
��(�� , t), ∅�

��(�� , t) , ��� 

��
��(�� , t)=  ���

��∅�
�(�� , t), ∅�

�(�� , t), ∅�
��(�� , t), ∅�

��(�� , t) , ��� 

��
��(�� , t)=  ���

��∅�
�(�� , t), ∅�

�(�� , t), ∅�
��(�� , t), ∅�

��(�� , t) , ��� 

                             ȥ
�
� =  ���

� �∅�
�(�� , t), ∅�

�(�� , t), ∅�
��(�� , t), ∅�

��(�� , t) , ��� 

 

By the equation which given  

                                   ��
�(��, t) = - 

���
����, ��

���
�  - ∑ ��

���
������ (��, t)

���
�����, ��

���
�                                            (7) 
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With equation (7) We know that  ��|� fits into a diagram of isotropic manifolds. There exists a 

canonical morphism of sheaves of Abelian groups � ∶ �� �
� ��  which in our local coordinates is 

given explicitly by, 

 

                               { ��
�(�� , t) }  →   �

��
�(�� , t)

���
����, ��

���
�

�. 

Define a sub sheaf of Abelian groups in the sheaves ��|� as ���|� : = ��
�� � � (�� )�, �ℎ���  ��: 

��|� →  �� ��  is the canonical epimorphism. By construction ���|�fits into an exact sequence  

                                               0 →��→��
� �⃒

→ �� → 0 

The long exact sequence associated with the above sequence gives 

                 0 →H0 (X, Sx )→H0 (X ,��
� �⃒

)→ ��( �, ��) → ��( �, ��)→. … .. 

By assumption ��( �, ��)=  0. Hence, we have an exact sequence of vector spaces, 

                                0 →H0 (X, �� )→H0 (X ,��
� �⃒

)→ ��( �, ��)→ 0,  

Implying  

dim�� (� , ��
� �⃒

)=  �����(� , �� )+   �����(� , �� )∶= � 

Let ∅�, � = 1 , … … , �  be a basis of the global sections of  ��
� �⃒

 . In our coordinate system, 

each ∅�can be represented by a 0-cocycle 

 

                                                        ∅� =  

⎩
⎪
⎨

⎪
⎧

�� �
�

����
�

���
�

�� �
��

�� �
�� ⎭

⎪
⎬

⎪
⎫

=  { �� �
�  },   A=0,a,�,� �� 

In �� ∩  ��  ,    we have  

                                                          �� �
� (�) = ����

� (�)���
� (Z),                    Z = ( 0,��)                           (8) 
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Where the matrix-valued functions are given by, 

 

����
� =

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡

���

����
�

���
� |X

����
��

���
� |X

����
��

���
� |� 

�  
����

�

���
� |X

����
��

���
��

|X      

����
��

���
��

|� 

  0   
0

����
��

���
� |X   

����
��

���
� |� 

   0   
0

����
��

���
� |X  

����
��

���
� |� 

⎦
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤

 

Define, 

                                             ∅�
�(�� , �) = 

⎣
⎢
⎢
⎢
⎡
∅�

�(�� , �)

∅�
�(�� , �)

∅�
��(�� , �)

∅�
��(�� , �)⎦

⎥
⎥
⎥
⎤

 

 

Where equation (1) holds. Let � be a small positive number. In order to prove the theorem, 

We have to to find the holomorphic functions ∅�
�(� , �), in �� = (��

�, … … . , ��
�) and in 

 t = (��, … … , ��), |��|< 1,|t|<� with |∅�
�(� , �)|< 1, such that  

 

 ∅�
�( ��� 

� �∅�
���� ,��, ���, � )  =  ( ���  

� ( ∅�
���� , � � , ��)                                                                            (9) 

 

Where A=0, �,�,� ��with equation (7) and the boundary conditions    

                                             

                                                    ∅�
�(� , 0) = 0                                                                           (10)                                                         
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And 

���
����, ��

���
|� = 0 =   ���

�  ( Z),            z = (0,  ��)                                                                                 (11) 

 

are satisfied. If we succeed in solving all these equations for functions {∅�
�(� , �)} which are 

holomorphic in t in some neighborhood� ⊂  �� of the origin, then the boundary conditions 

will guarantee that the resulting analytic family � → � × � is complete at t = 0 and hence by 

theorem 2 is complete in some neighborhood � ⊆ � of the origin. Therefore, we need to 

Solve the equations (9) to (11) to prove the theorem. We shall do it in three stages. 

 

Stage 1: (Simplifications of the basic system of equations). Firstly it is sufficient to solve the 

equation (9), which correspond to A=0,a,�,� �� that the holomorphic functions{∅�
�(� , �)},  

Satisfy on overlaps � ∩ �� ∩  �� . Then, denoting  

��
�

: = [∑
����

�

���
�

�∅�
�

���
�

�
���  + 

����
�

���
� ] ���

� = ∅�
� (��, �) 

 

and using equations (2) – (6), we obtain [17] 

 

∑
�∅�

�

���
�

�
��� ��

� = [∑
�∅�

�

���
�

�
���  (∑

����
�

���
�

�
���

�∅�
�

���
�  + 

����
�

���
�  ] ���

�= ∅�
� (��, �) 

 

= [∑
����

�

���
�

�
���

�∅�
�

���
�  + 

����
�

���
� ] ���

�= ∅�
� (��, �) 

 

                                               =  -∑ ���
�

� ��
�  - ∑ ���

�̅
�̅

����
��

���
� ��

� 
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which implies 

∑ (
�∅�

�

���
�

�
���  + ∑ ���

�̅
�̅

����
��

���
� ) ��

� = -∑ ���
��

��� ��
�                                                                  (12) 

Since the Jacobian of the coordinate transformation 

det
�(��

���
���

����
�� ��

�)

�(��
���

���
����

����
�)

|� = 
����

�

���
� |���� (

����
�

���
�)|���� (

����
��

���
��
) |���� (

����
��

����
��
)|������

�|� = � 

 

is nowhere zero on X, the matrix ��
� is non-degenerate at t= o and hence is non-degenerate for all 

t in some small neighborhood �! Of the zero in ₵�, Then equation (12) implies 

(-
�∅�

�

���
� - ∑ ���

��
��

����
��

���
�)|�� = ��� (∅� 

� (��, �), ��) = ���
����

� = ∅� 
� (��, �)′ 

 

i.e., it implies that the equation (9) with A=a is automatically satisfied. Thus we have to solve the 

equations (9) for A= o, ��, �� with boundary conditions (10) – (11). 

 

Stage 2: (existence of formal Solutions) In what follows we write the power series expansion of 

an arbitrary- holomorphic function P(t) in ��,…, ��defined on a neighbourhood of the origin in 

the form  P(t) = ��(�)+  ��(�)+ ⋯ +  ��(�)+…,where each term ��(�)denotes a homogeneous 

polynomial of degree q in ��,…, ��, and denote it by �|�|(�) = ��(�)+  ��(�)+ ⋯ +  ��(�). If 

Q(t)is another holomorphic function in t, we write P(t) ≡�  Q(t) if �|�|(�)  = �|�|(�). 

Now we expand each component ∅�
�(� , �)of ∅�(�� , �) into a power series 

                              ∅�
�(�� , �)= ∅�|�

� (�� , �) +… + ∅�|�
� (�� , �) +... 

In �� ….., ��, and write 

                       ∅�|�
� (�� , �) = (∅�|�

� (�� , �),…… ∅�|�
� (�� , �)…….∅�|�

� (�� , �), 

∅� 
�[�](�� , �) = ∅�|�

� (�� , �) + … + ∅�|�
� (�� , �). 
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Then the equality (9) is reduced to the system of congruence’s 

         ∅� 
�[�]

(���
� (∅� 

�[�](�� , �)��),t)≡� ���
�(∅� 

�[�](�� , �),��),  q=1,2,3…..                                      (13) 

 

We note that the congruence (13)� is equivalent to  

           ∅�|�
� (�� , �) = �

���(�)
� .∅�|�

� (�� , �), z = (�, ��) = ��, ���. 

first we shall construct the polynomials ∅� 
�[�](�� , �) by induction on q. In view of the boundary  

Conditions (10) - (11) , we define 

                                        ∅�|�
� (�� , �)=  ∑ ���

�
� (�)�� , 

It is clear by (8) that the linear forms ∅�|�
� (�� , �) , � � �, satisfy                                                      

 

Assume that the polynomials ∅�|�
� (�� , �) , � � �, satisfying (13)q are already determined for an 

integer � ≥ 1. For the sake of simplicity we write , ∅� 
�[�](�) = ∅� 

�[�]
��� , ��, ���

����
�� =

 ���
����

�, ���, ���
� ���

�� = ���
� ���

�, ��� , ���
� ���

�� = ���
� ���

�� = ���
� ���

�, ��� and we set 

��� 
� (�� , �) = � (∅� 

�[�]
��� , ��|��

�� ���
� �∅� 

�[�]
��� , ��, ��� −   ���

����
�, ���|

��
�� ∅� 

�[�]
��� ,��

              (14) 

 

Where ��� 
� (�� , �)is a homogeneous polynomial of degree q+1 in ��,……….., ��whose 

coefficients are vector valued holomorphic functions of ��, ���� < 1, ���� �0, ����< 1, and that 

��� 
� (�� , �) ≡��� ∅� 

�[�]
���� �∅� 

�[�](�)� , �� −  ���
� �∅� 

�[�](�)�                                      (15) 

We define  

��� 
� (�� , �) =  ��� 

� (�� , �) , ��� � = �0, ��� �  �� ∩  �� . 

 

We have the equality [3] 

��� 
� (�� , �) =  ��� 

� (�� , �)+  ����
� (z) . ��� 

� ��� , �� ,           ��� � � �� ∩  �� ∩  ��                    (16) 
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Now we have to prove that the 1- cocycle {��� 
� (�� , �) } takes values in ��

� �⃒
rather than in �

� �⃒
. 

We get by definition  

��� 
� (�� , �) = ���  ∅� 

�[�]
��� , ��|��

� ��
�� �∅� 

�[�]
(�� ,�),���

 -  ���
����

�, ���|
��

�� ∅� 
�[�]

��� ,��
                  (17) 

 and     ��� 
� (�� , �) = ���  ∅� 

�[�]
��� , ��|��

� ��
�� �∅� 

�[�]
(�� ,�),���

 -  ���
����

�, ���|
��

�� ∅� 
�[�]

��� ,��
       (18)            

 

 then { ��� 
� (�� , �)} represents a cohomology class in ��(� , �

� �⃒
 ) if and only if  

                                                           ��� 
� (�� , �) =   

���� 
� (�� ,�)

� ��
�  (���)�

�  

or             

���� 
� (�� , �)

� ��
� =  −  � ��� 

�

�

��� , ����
� 

 

To prove this, differentiate (17) with respect to �� 
� and using equation (2) – (6) and (18) with 

Lemma 1, we obtain [17] 

 

���� 
�

� ��
�  =  

�∅�� 
�[�]

(�� ,�)

� ��
� |��

�� �
�� �∅

� 
�[�]

��� ,��,���

(
���� 

�

� ��
�

�∅�� 
�

� ��
�  + 

���� 
�

� ��
�  ) 

- 
���� 

�

� ��
� |��

�� |
��

�� �∅
� 
�[�]

��� ,��,�

�∅� 
�[�]

� ��
�  - 

���� 
�

� ��
� |

��
�� �∅� 

�[�]
(�� ,�),�

 

                        = - ∅�
�[�]

��
� - ∑ ∅� 

��[�]
��

�∅� 
��[�]

� ��
� ��

� +  ∑ ���
�

� |
��

�� �∅� 
�[�]

(�� ,�),�
��

� + ∑ ∅� 
��[�]

��
�∅� 

��[�]

� ��
� ��

� 

 

                        = - ∑ ���
�

� (�� , �) ��
� 
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Hence 

���� 
� (�� , �)

� ��
�

=  −  � ��� 
�

�

��� , ����
� 

From the exact sequence  

                                               0 →��→��
� �⃒

→ �� → 0 

It follows that 

                       0 →H0 (X, SX )→H0 (X ,��
� �⃒

)→ ��( �, ��) → ��( �, ��) →. … .. 

 

As H1 (X, Sx ) = ��( �, ��) = 0, and hence we get H1 (X ,��
� �⃒

 )= 0 . Therefore there exists a 

collection { ∅�|���
� (� , �)} of homogeneous polynomial ∅�|���

� (� , �)of degree q+1 in ��,…, �� 

whose coefficients are holomorphic functions of z defined on ��and taking values in ��
� �⃒

such 

that  

 

∅�� 
� (� , �) =  ����

� (�) ∅�|��� 
� (� , �)−   ∅�|��� 

� (� , �)� �� � � �� ∩  ��                                  (19) 

 

Considering the coefficients of  ∅�|��� 
� (� , �) as functions of the local coordinate �� of z , we 

write 

 ∅�|��� 
� (�� , �) for  ∅�|��� 

� (� , �),then the form (19) is written in the below as 

��� 
� ��� , �� = ����

� (�) ∅�|��� 
� ���  , �� −   ∅�|��� 

� ���� � 0, �� �, ��                                            (20) 

Now we define  

∅� 
�[���](�� , �) =  ∅� 

�[�](�� , �)+   ∅�|��� 
� (�� , �),  i � �, 

 

Then writing ∅� 
�[���](�) for ∅� 

�[�]
��� , �� we have 
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∅� 
�[���]

(��� (∅� 
�[���](�)), t) ≡��� ∅� 

�[�]
���� �∅� 

�[�](�)� , �� +   ∅�|��� 
� (��� � 0, �� �, �), 

                    ���
� �∅� 

�[���](�)� ≡��� ��� 
� �∅� 

�[�](�)�+ ����
� (�) ∅�|��� 

� ���  , �� 

Consequently, we obtain from (15) and (16), the congruence 

∅� 
�[���]

���� �∅� 
�[���](�)� , �� ≡��� ���

� �∅� 
�[���](�)�. 

This completes our inductive construction of the polynomials ∅� 
�[�](�� , �), i � �, satisfying (13). 

 Thus, setting  

                             ∅� 
�(�� , �) =   ∅�|��� 

� (�� , �) + … + ∅�|� 
� (��  , �) +… 

We obtain a formal power series ∅�
�(�� , �) , � � � , in ��,…..., �� whose coefficients are vector –

valued holomorphic functions of ��, |��|< 1,which satisfies the equations (9) – (11). 

 

Stage 3: (convergence) There is an arbitrariness involved in the construction of the formal power 

series ∅�
�(�� , �)for each q≥ 1 the 0-cochain {  ∅�|��� 

� (�� , �)} whose image under the 

coboundary map is the 1-cocycle {��� 
� ��� , �� }  is defined up to addition of a global holomorphic 

section of ���/� over X. 

Now we want to use this freedom to assume convergence of the formal constructions. The idea is 

to estimate each holomorphic function involved in the construction of  ∅� 
�(�� , �) and show that 

under appropriate choices of {  ∅�|��� 
� (�� , �)}, q= 1,2,….., all the resulting power series 

{ ∅� 
�(�� , �)} are majorized by an obviously convergent series. 

�(�) =  
�

16�
�

��

��
( �� +  �� + �� + ⋯ +  ��)�

∞

���

 

Where a and b are some positive constants. Fortunately, what positive really counts on this stage 

are compactness of X and analyticity of all functions involved in the construction. Therefore, all 

the estimates obtained by kodaira [4] carry over verbatim to our case. We conclude that 
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polynomials ∅�|��� 
� (�� , �) can be chosen in such a way that the power series  ∅�

�(�� , �) } 

converges for |�|<  �,where � is some number. Therefore, this completes the proof. 

 

 

5.5 Interconnections among Isotropic, Legendre, and Kodaira moduli Spaces  

If  � → �  is a complex submanifold, there is an exact sequence of vector bundles 

                                0 →�∗→���/� → ��� → 0 

Which induces natural embedding ℙ(�∗) →ℙ(���) of total spaces of the associated projective 

zed bundles. The manifold Ŷ = ℙ(���) caries a natural contact structure such that the 

constructed embedding ℙ(�∗) →Ŷ is an isotropic as well as a Legendre one [5], indeed, the 

contact distribution D ⊂ �Ŷat each point � � ́ Ŷ consists of those tangent vectors ��́� ��́Ŷ which  

Satisfy the equation <ŷ, �∗(�ŷ ) > = 0, where τ : Ŷ → Y is a natural projection and angular 

brackets denote the paring of 1-forms and vectors at τ(ŷ)� �. Since the submanifold ��  ⊂

 Ŷconsists precisely of those projective classes of 1-forms in ���/� which vanish when 

restricted on ��. we conclude that 

�� ⊂  �/�́
�  
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                                            Chapter Six 

Stability of Isotropic Moduli Spaces 

 

6.1 Introduction 

Without references to Differential Geometry or twister theory a solution of a certain moduli 

problem was solved by Kodaira [5] in 1962. kodaira’s initial data is pair, X↪Yconsisting of 

compact complex submanifold X of a complex manifold Y. He showed that if the normal bundle 

�
� �⃒

of the initial submanifold X↪Y is such that H�(X,�
� �⃒

)=0,then the moduli set M has two 

properties :first, it is a manifold with dim=ℎ�(�, ����) ; second a tangent vector at any point 

t � � can be realized canonically as a global section of the normal bundle ��of the associated sub 

manifold �� → �, �. �., there is a canonical isomorphism ��:��M→ ��(��, ��),called the kodaira 

map.the manifold (parameter space) M is called the kodaira moduli space, In 1995 Merkulov [6] 

proved a theorem on completeness of moduli spaces of compact Isotropic submanifolds in 

complex contact manifolds. 

 

6.1.1 Kodaira Relative Deformation Theory 

Let Y and M be complex manifolds and let ��:� × � → � and ��:� × � → � be two natural 

projections. An analytic family of compact submanifolds of the complex manifold Y with the 

moduli space M is complex sub manifold � → � × � such that the restriction of the projection 

�� on F is proper regular map (regularity means that the rank of the differential of  � ≡

�� ⎸�: � → � is equal to dim M at every point. Thus, the family F has double fib ration structure 

                                                     Y 
�
← �

�
→M, 

Where � = �� ⎸�.For each t�� we say that the compact complex sub manifolds 

                                                      ��:= μ ����(�)↪ � 

Belong to the family. If F↪ � × �is an analytic family of compact submanifolds, then,  
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for any t � �,there is a natural linear map,  

                                            ��:= μ ��� → ��(��,����), 

From the tangent space at t to the vector space of global holomorphic sections of the normal 

bundle  �
� �⃒

=��⎸��
/��� to the sub manifold  �� ↪ �. An analytic family F ↪ � ×  � of 

compact submanifolds is called complete if the Kodaira map kt is an isomorphism at each point t 

in the moduli space M. This moduli space M is called kodaira moduli space 

 

6.1.2 Complex Contact Manifolds 

Definition 1. A compact complex m-dimensional submanifold �� ↪ ����� of a complex 

contact manifold ����� is called isotropic if �� ⊂ �⎸�. 

An isotropic sub manifold of maximal possible dimensions n is called a Legendre submanifold. 

The normal bundle ���� of any Legendre submanifold Z→W isomorphic ���� where��=L⎸� 

,and therefore, fits into the exact sequence  

0→Ω��⨂��→��/�

��
→ �� → 0. 

Definition 2. Let X be an isotropic submanifold of a complex contact manifold (Y, D). Let 

��� = { � � � |�� (� , �) = 0 ��� ��� � � ��} 

Then �� ⊆ ���and the bundle  �� is defined by �� =  ���/��. 

 

6.1.3 Families of Complex Legendre Submanifolds 

Let Y be a complex contact manifold. An analytic family {Xt ↪ �| � ∈  �} of compact 

submanifolds of Y is called an analytic family of compact Legendre submanifolds if, for any 

point t∈  �, the corresponding subset Xt :=  μ0 V-1(t) →Y is a Legendre submanifolds. The 

parameter space M is called a Legendre moduli space. 
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Let F →Y × M be a family of compact Legendre submanifolds. If F →Y ×M is an analytic family 

of compact Legendre submanifolds, it is also an analytic family of complex submanifolds in the 

sense of kodaira and thus, for each t ∈  �, there is a linear group. 

 

Kt: TtM  → H0 (Xt, N Xt |Y). 

 

 

6.1.4 Families of complex Isotropic Submanifolds 

Let y be a complex contact manifold. An analytic family F  ↪Y×M of compact submanifold of 

the complex manifold Y is called an analytic family of isotropic submanifolds, if for any ���,the 

corresponding subset ��=μ ����(�) ↪ � is an isotropic submanifold. Use is made of the symbol 

{�� ↪ �⎸t ��} to denote an analytic family of isotropic sumanifold, then each point in X has a 

neighborhood U in Y such that the contact structure in a suitable trivialisation of L over U, is  

� = ��� + � ���

�

���������

���� + � ��

�

���

�ȥ� 

And X in U is given by  

�� = �� = ��� = ���=0. 

There exists an adopted coordinate covering {��} of a tubular neighborhood of inside Y. As a 

consequence one can always choose local coordinator functions.  

(��
�, ��

�, ��
��, ��

�� , ȥ
�
�), in �� where ��, �� = 1, … . , �such that the contact structure �� is represted by  

� = ��� + � ��
����

��
���

(���)������

+

�

���

� ��
���ȥ

�
�

���
�������

�

���

 

With �� ∩ � given by��
� = ��

� = ��
�� = ��

�� = 0 , 

And  
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                                                       ��⎸��∩��
= �����⎸��∩��

                                                             (1)                                                                                                      

 

For some nowhere vanishing holomorphic functions ���(����).They satisfy the condition  

 ��� = ������ 

 

On every triple intersection�� ∩ ��,the coordinates ��
� ≔ (��

�, ��
�, ��

��, ��
��) and ��

� are 

holomorphic functions ��
� ≔ (��

�, ��
�, ��

��, ��
�� )and��

�, 

⎩
⎪
⎪
⎨

⎪
⎪
⎧��

� = ���
� ���

�, ȥ
�
��

��
� = ���

� ���
�, ȥ

�
��

��
�� = ���

�� ���
�, ȥ

�
��

��
�� = ���

�� ���
�, ȥ

�
��

ȥ
�
� = ���

� (��
�, ȥ

�
�)

⟺ �
��

� = ���
�(��

�, ȥ
�
�)

ȥ
�
� = ���

� (��
�, ȥ

�
�)

 

 

             With ���
��0, ��

�� = 0,where A=0, a, �,� �� 

 

6.1.5 Legendre Moduli Space with Completeness & Maximality: 

Let Y be a complex contact manifold. An analytic family {Xt ↪ �| � ∈  �} of compact 

submanifolds of Y is called an analytic family of compact Legendre submanifolds if, for any 

point t ∈  �, the corresponding subset Xt :=  μ0 V-1   (t) ↪Y is a Legendre submanifolds. The 

parameter space M is called a Legendre moduli space. 

 

Let F ↪Y × M be a family of compact Legendre sub manifolds. If F ↪Y × M is an analytic 

family of compact Legendre sub manifolds, it is also an analytic family of complex sub 

manifolds in the sense of Kodaira (1962), for each � ∈  �, there is a linear map  

Kt: Tt M → H0 (Xt, N Xt |Y). 
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We say that the family F is complete at a point t ∈ �  if the composition  

st : Tt M 
��
→ H0 (Xt, N Xt |Y) 

��
�� H0 (Xt, L Xt ) 

 

provides an isomorphism between the tangent space to M at the point t and the vector space of 

global sections of the contact line bundle over Xt. The analytic family F ↪Y × M is called 

complete if it is complete at each point of the moduli apace M. 

Lemma 1: If an analytic family F ↪Y × M of compact complex Legendre sub manifolds is 

complete at a point �0 ∈  � , then there is an open neighborhood U  ⊆   M of the point t0 such that 

the family F ↪Y ×M is complete at all points t ∈ U. 

Definition 2:  

An analytic family F ↪Y× M of compact complex Legendre submanifolds is maximal at appoint 

t0 ∈ M, if for any other analytic family �� ↪Y×��  of compact complex Legendre submanifolds 

such that μ0 V-1(t0) = � � 0�� -1(�̃0) for a point �̃0∈ ��  , there exists neighborhood �� ⊂ ��  of �̃0 and a 

holomorphic map �: �� ↪M such that   �(�̃0) = �̃0 and   � � 0 �� -1 (�̃0) = μ  o V-1  (�(�̃0))  for each t 

∈ ��.The family F ↪Y × M is called maximal if it is maximal at each point t in the moduli space 

M.  

Lemma 2: If an analytic family F ↪Y × M of compact complex Legendre sub manifolds is 

complete at a point t0 ∈ M, then it is maximal at the point t0. The map 

                                                 st : Tt M → H0 (Xt , L X ) 

studies by Lemma1 & Lemma 2 will also play a fundamental role. Our study of the reach 

geometric structure induced canonically on moduli spaces of complete and maximal analytic 

families of compact Legendre sub manifolds described by the following theorem. 

 

Theorem 2: [6] Let X be compact complex Legendre sub manifold of a complex contact 

manifold Y with contact line bundle L. If ��( �, ��) =  0 , then there exists a complete and 
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maximal analytic family {�� ↪Y/  t ∈M } of compact Legendre sub manifolds containing X with 

Legendre moduli space M, is a ��( �, ��) –dimensional complex manifold. 

 

This theorem is proved by working in local coordinates adapted to the contact structure and 

expanding the defining functions of nearby compact Legendre sub manifolds in terms of local 

coordinates on the moduli space M. This is much in the spirit of the original proof of kodaira’s 

theorem of the existence, completeness and maximality of compact sub manifolds of complex 

manifolds, the essential difference from the Kodaira case is that the infinite sequence of 

obstructions to agreements on; overlaps of formal power series is situated now in ��( �, ��) 

rather than in ��� �, ��/��. 

6.1.6 Isotropic Moduli Spaces with Compleness & Maximality 

Let Y be a complex contact manifold, and let F ↪Y ×M be an analytic family of compact 

complex isotropic submanifolds. The latter is also an analytic family of compact complex 

submanifolds in the sense of kodaira and thus, for each t ∈ �, there is a canonical linear map 

                                                    Kt:Tt M → H0 (Xt, NXt |Y). 

The exact sequence  

                                             0→���
→���/� → �����

→ 0. 

Has an expansion as follows,  

                                                                             0 

↓ 

Ω ��⨂ �� 

↓ 

0→ ���
→ ���/� → �����

→ 0 

↓ 

���
 

↓ 

                                                                             0 
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Hence, there is a canonical map represented by a dashed arrow 

                                                                          0 

                                                                          ↓ 

�� ���  ,Ω
��⨂���

� 

↓  

                     0 → H0 (Xt , ���
)→ H0 (Xt , NXt |Y ) → � ���

→ �����
� → 0 

                                                                                        ↓ 

                                                                                    H0 (Xt , ���
) 

                                                                                        ↓   

                                                                                        0   

Thus, there is a canonical sequence of linear spaces, 

 0 → H0 (Xt , ���
)→ H0 (Xt , NXt |Y → � ���

→ �����
� → 0 

 which is not in general. 

6.2 Stability of Compact Complex Legendre Sub manifolds: 

A family of complex contact manifolds is by definition a quadruple (�, �, �, � ���), consisting of 

complex manifolds � and �, a holomorphic submersion � ��� ∶� → � and a maximality non-

integrable codomain 1 vector Subbundle, D ⊂ ���� ���, of the bundle of  � ���- vertical tangent 

vectors, therefore, each fibre �� =  ���(�), � ∈ �, is a complex contact manifold with contact 

line bundle �� isomorphic to (���� ���/�)|�� .
 The manifold Sis often called a parameter space. For 

any � ∈ � there is a canonical linear map, 

 

                                                � s :Ts S→ H1 (Ys , ��  ) 

 

According to Kodaira [5], if (� , � ) is a compact complex contact manifold with H1 ( Y, L) = 0 

then there exists a complete analytic family (�, �, �, � ���) of contact manifolds such that  

 

(i) each fibre �� is compact, 

(ii) � =  ���
 for some �� ∈ �, and  
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(iii) The map  � s  :Ts S→ H1 (Ys , ��  )is an isomorphism for each s ∈ �. 

 

 

In the present context it is more suitable to call a family of complex contact manifolds 

(�, �, �, � ���) simply a complex contact fibre manifold and denote by y. then a submanifold  

� → � is called a complex Legendre fibre submanifold if the restriction of � ���to � defines a 

holomorphic submersion � ��� ∶� → � whose fibres are compact, then X is called a complex 

Legendre fibre submanifold with compact fibres. 

 

Definition : A compact complex Legendre  Submanifold  X of  a complex contact manifold Y is 

called stable if for any complex fibre manifold y such that ����(��) =  � for some point�� ∈

�. There exists a neighbourhood � of  �� in S and a complex Legendre fibre submanifold X 

⊂  �|�with compact fibres such thet � ∩ � = �. 

 

Let X ↪Y be a compact complex Legendre Submanifold and Y a complex contact fibre manifold such 

that ����(��)=  � for some point �� ∈ �. Then the normal bundle�
� �⃒

 of X↪Y fits into the exact 

sequence, 

                                      0→ �
� �⃒

→�
� �⃒

→ C�⨂0� → 0, 

 

Where �
� �⃒

is the normal bundle of X→Yand   � = dim� , Therefore 

The quotient bundle 

      � →  �
� �⃒ 

/�( Ω � � ⨂ �� ) has the extension structure 

 

                                  0→��→� → C�⨂0� → 0. 

 

Theorem 1: Let X→Y be a compact complex Legendre Submanifold and Y a complex contact fibre 

manifold such that  ����(��)=  � for some point �� ∈ �. If �� ( �, �� ) = 0 ,then there exists an 

analytic family of compact complex submanifolds {�� ↪ �| � ∈ �} such that each �� is a Legendre 

submanifold of ��  for some  � ∈ � and such that there is a canonical isomorphism Ts S→ H0 (Xt , 

��)for all  t ∈ �. 
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Theorem 2: Let X be a Complex compact Legendre sub manifold of a complex contact manifold (� , �) 

 .If  �� ( �, �� ) = 0, then � is a stable Legendre submanifold of �. 

 

Proof: Let  �a complex contact fibre manifold such that ����(��) = � for some point �� ∈ �,by the  

Previous theorem, there exists an analytic family of compact sub manifolds {�� → �| � ∈ �} 

and a holomorphic submersion � :� → �, such that, for each � ∈ �, the manifold �� is a 

compact complex Legendre submanifold �� (�)of then ,for a sufficiently small polycylinder 

neighborhood  � of �� in � one may find an immersed polycylinder � ⊂ � such that the 

restriction of � defines a diholomorphic map � :� → �, then the union X = ∪�∈� �� ��(�) forms a 

Legendre fibre submanifold of  y with compact fibres and � ∩ � = �. 

Hence completes the proof. 

 

6.3 Stability of Fiber Structures on Legendre Moduli Spaces 

In what fellows, we assume that all manifolds under consideration are paracompact and 

connected. By a complex fibre manifold we shall mean a complex manifold M together with a 

holomorphic map � of M onto a complex manifold � such that the rank of the Jacobian of � at 

each point of M is equal to the dimension of �. We call B the base space of the complex fibre 

manifold M. Moreover, for any point � ∈ � , we denote the inverse image �-1 (�) of �  by Wu 

and call it the fibre of M over �. Obviously each fibre Wu = �-1 (�) is a complex (analytic) 

submanifold of M. We denote the complex fibre manifold M by the triple (M,�, �) when we 

want to indicate the map p and the base space B explicitly. Note that, in case the fibres W u , � ∈

�, are compact, the triple (M, �, �)  forms a complex analytic family of compact complex 

manifolds. For any subdomain Nof B we call the complex fibre manifold (p-1 (N, Np)) the 

restriction of M to N and denote it by the symbol M |N. Let V be a complex submanifold of M |N 

such that p (V) = N. We call V a fibre submanifold of the complex fibre manifold M |N, if and 

only if the triple (V, N, P) forms a complex fibre manifold. If, moreover, each fibre Vu = V ∩ Wu, 

u ∈ N, or V is compact, we call V a fibre submanifold with compact fibers of the complex fibre 

manifold M |N. Consider a complex submanifold X of a complex manifold Y. 
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Definition 3: 

We call X a stable submanifold of Y if and only if, for any complex fibre manifold (M, B, p) such 

that p-1(0) = Y for a point o B, there exist a neighborhood N of o in B and a fibre submanifold V 

with compact fibres of the complex fibre manifold M |N such that V ∩ Y = X. 

Theorem 3: 

Let X→Y be a compact complex submanifold in complex manifold Y and  �  be the sheaf over X 

of germs of holomorphic sections of the normal bundle of X in Y such that H1(X, � ) = 0, then X 

is a stable submanifold of Y 

Let Y be a complex manifold. By a fibre structure on Y we shall mean a pair (B, p) of a complex 

manifold B and a holomorphic map p of Y onto B such that the triple (Y, B, p) forms a complex 

fibre manifold. An analytic family of compact complex manifolds is, by definition, a complex 

fibre manifold with compact fibres. Let M = (M, B,� ) be an analytic family of compact complex 

manifolds. By an analytic family of fibre structures on the analytic family M we shall mean a 

pair (ℬ  , P) of an analytic family ℬ  = (ℬ , S,�) of compact complex manifolds and a holomorphic 

map P of M onto ℬ  such that  � P= � and such that the triple (M, ℬ , �) forms a complex fibre 

manifold. For each point s of B we set Ys = �-1 (s), Bs = �-1 (s) and denote by ps the restriction of 

the map �  to the submanifold Ys of M. Obviously the pair (Bs, ps)defines a fibre structure on Ys. 

We call (Bs,,ps) the fibre over s of the family (ℬ , P).     

Definition 4: 

A fibre structure (B , p) on a compact complex manifold Y is said to be stable if and only if, for 

any analytic family M= (M, B,�) of compact complex manifolds such that �-1(o) = Y for a point 

o ∈B, there exist a neighborhood N of o in B and an analytic family (ℬ  , P) of fibre structures on 

the analytic family M |N  of which the fibre(Bo, Po) over o coincides with (B , p). 
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Definition 5: 

A compact complex manifold X is said to be regular if and only if the first cohomology group 

H1(X, O) of X with coefficients in the sheaf O over X of germs of holomorphic functions 

vanishes. 

Theorem 4: 

Let (Y, B, p) be a compact complex fibre manifold. If all fibres p-1(b), b ∈ B, are regular, then the 

fibre structure (B, p) on Y is stable. 

6.4 Stability of Compact Complex Isotropic Sub manifolds 

Theorem 5: Let (� , �) be complex contact manifold and � ⊂ �  be a isotropic submanifold of 

Y with contact line bundle L. Then there is a short exact sequence 

                                                  0→��→�
� �⃒

→ ���� → 0. 

Proof: Consider a particular I-form � that represents the contact structure. Let p � � , � � ���  

be a vector in the normal bundle and Q� ���. Then there are two equations  

�(�) =  �(�),             ��( �, �) = � (�)/� 

 

That uniquely determines the 1-jet on X at P of a function f. Consider rescaling � ↦ �� where g 

is a function on Y. If we set �^  = �� and�^  = �� then we have  

                                                      �(�) = ��(�)= ��(�) =  �|��� ) 

                                              ��� (Z , Q)= (�� ˄ �)( � , �)+ ���(�, �) 

                                                = dg(Z) �(�)− ��(�)�(�)+ ��(�)|� 

                                               = Z(�) f(p) -0 + � Z(f)|p 

                                               = Z (��)/p 

                                              = Z(f)/p 
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Since �� � ⊆  �� �
� ⊂ � then � � � so that �(�) = 0. Therefore this elementary calculation 

shows that the above two conditions are satisfied by gf and so we conclude that we have defined 

a map ��|� → �1��. Furthermore it is clear that the kernel is T�� / TX. Hence the proof is 

completed. 

Theorem 6: If an analytic family F ↪Y × ��  be any analytic family of compact complex 

isotropic sub manifolds such that�� =  � � ° �� -1(�̃0) for some point for a point �̃0∈ �� , Let { ��}  

Be a covering of Y by coordinate charts with coordinate functions {�� 
�, ��

�} such that 

 

���
� + � ���

�

� �̈ ����

����|�� ∩��
+ � ��

����
�|�� ∩��

�

���

 

                                     = ��� ( ���
� +   ∑ �� �

��������� ���|�� ∩��
+  ∑ ��

����
�|�� ∩��

�
��� ) 

 

For some non-vanishing holomorphic functions ��� ��� , �� �, and the isotropic submanifold  

�� is given in each intersection �� ∩  �� by equations ��
� = 0. Define ∅�

�(�� , � ) by  

 

                                       ∅�
�(�� , �) = 

⎣
⎢
⎢
⎢
⎡
∅�

�(�� , �)

∅�
�(�� , �)

∅�
��(�� , �)

∅�
��(�� , �)⎦

⎥
⎥
⎥
⎤

 

 

  and   ∅��
�(�� , �) by 

                                    ∅��
�(�� , �) = 

⎣
⎢
⎢
⎢
⎡
∅��

�(�� , �̃)

∅��
�(�� , �̃)

∅��
��(�� , �̃)

���
��(�� , �̃)⎦

⎥
⎥
⎥
⎤
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Then, for sufficiently small neighborhoods � and ��of points t ∈  � ��� �̃0∈ �� , the sub 

manifolds ���� ↦ � × � and ����� ↦ � × � � are given respectively by using lemma 1. 

              ∅�
� (�� , �) =  

�∅�
�(� ,�)

���
�   + ∑ ∅�

���
������ (��, t)

�∅�
��(�� ,�)

���
�  

and 

                    ∅� �
� (�� , �̃)=  

����
�(� ,�)

���
�   + ∑ ∅�

���
������ (��, t)

�∅�
��(�� ,�)

���
�  

 

  Where t = ( �� , … … . , ��), � = dim� and �̃ = ( �̃� , … … . , �̃�),  m = dim ��  

, are coordinates on U and � �  respectively, and ∅�
� (�� , �)  and  ∅��

� (�� , �̃)are some 

Holomorphic functions. We may assume without loss of generality that coordinate 

functions �� , … … . , �� vanish at  �� ∈ � while coordinate functions �̃ = ( �̃� , … … . , �̃�), 

vanish at ��� ∈ ��. 

To prove this theorem, we have to construct a holomorphic map � ∶ � � → U such that  

�(��� )=  �� and   

                           ∅�
��(�� , �)=  ∅�

�(��, �(�̃))                                                               (1) 

For all � �in some sufficiently small neighbourhood of ��� . 

Let us first prove the existence of a unique formal power series �(�̃) satisfying the equation. For 

this purpose, we introduce the following notations. If P(S) is a power series in variables 

 S = ( �� , … … . , ��), we write 

                 P(S) = ��(�)+  ��(�)+ ⋯ … … . +  ��(�) +…….. 

Where each term ��(�) is a homogeneous polynomial in �� , … … . , ��of degree q and denote 

It by �ǀ�ǀ (�)�� the polynomial., 

                           �ǀ�ǀ (�)=  ��(�)+  ��(�)+ ⋯ … … . +  ��(�) . 

If Q(s) is another power series in s. we write P(S) ≡  �ǀ�ǀ (�) 
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We look for a solution of equation (1) in the form of a formal power Series 

�(�̌) =  �� ( �̃)+ ��( �̃)+  �� ( �̃) +…………….. 

Then equations (1) reduce to the system of congruencies 

 ∅� �
�(�� , �̃)= ∅�

�
(�� , �ǀ�ǀ (�̃))             I ∈ �, q = 1, 2                                                                    (2) 

We shall first construct polynomials �ǀ�ǀ (�̃))  by induction on q, Let 

                              ∅�
�(�� , �) = ∅�/�

� (�� , � )+  ∅�

�

�(�� , �)+ ⋯  

Be the power series expansion of  ∅�
�(�� , � )  in �� , … … . , ��. By hypothesis the family� ↦ � ×

� is complete at �� ∈ �. By the previous theorem , the sequence is   

                                 0 →H0 (X, SX )→ ���
(���

�)→ ��( �, ��) → 0 

is exact. On the other hand, if there exists a sheaf of Abelian groups  ��
� �⃒

 that fits into there 

exact sequence. 

                               0 →H0 (X, �� )→H0 (X , ��
� �⃒

)→ ��( �, ��)→ 0,  

 Moreover, the Kodaira map ���
 maps exactly ���

�. To the space of the global sections 

of ��
� �⃒

.Thus, we have an isomorphism 

                                                 ���
: ���

� → H0 (�� , ����/�), 

According to the local coordinate description of the map ���
, given in the proof of theorem, this 

means that the collection of 0-cocycles { 
�∅�/�

� (�� ,�)

���
}, � = 1, … … . , �  represents a basis of the  

Vector space H0 (X,����/�). Since  

                                       ∅��/�
� (�� , �̃) = ∑

�∅��
�(�� ,�)

����
�
��� |����̃� 
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 And each 1-cochain { 
�∅��

�(�� ,�)

����
|

�= 0
 } , � = 1, … , �= dim � �represents a global section of 

��
� �⃒

over X, we conclude that the collection { ∅��/�
� (�� , �̃) } may be interpreted as a 

homogeneous polynomial in �̃ of degree 1 with coefficients in H0 (X ,��
� �⃒

), 

Therefore, we can decompose 

                                      ∅��/�
� (�� , �̃)= ∑ ��

�
(�̃ )�

���

�∅��/�
� (�� ,�)

����
 

Where coefficients ��(� �) are linear vector valued functions of �̃�, … , �̃�. Thuswhich means that 

the functions ��(� �) satisfy the congruences (2)� 

Assume that the Polynomials��
|�|

(�̃) satisfying (2)�are already constructed. Define a 

homogeneous polynomial ��
�(�� , �̃) in �̃of degree q+1 by the congruence, 

��
�(�� , �̃) ≡�+ 1 ∅��

�(�� , �̃)−  ∅��
���� , �|�|(�)� � 

From the known equalities 

∅�
�����(∅�

�(�� , t), ��), �� =  ��
�(∅�

�(�� , t), ��),  

 ∅� �
�(�����∅��

�(�� , �̃), ���, �� =  ��
��∅��

�(�� , �̃), ���, 

Where 

∅�
�(�� , t)=  

�∅� 
�(�� ,�)

� ��
�  - ∑ ��

���
������ (��, t)

���
�����, ��

���
�  

and 

∅��
�(�� , t)=  

�∅�� 
�(�� ,�)

� ��
�  - ∑ ∅��

��
������ (��, t)

�∅��
����, ��

���
� , 

We find  

��
� (�� ,��)

�� 
= ���(0, ��) ≡��� ��

� (�� ,��)

�� 
= ���(∅��

�(�� , �̃), ��) 

≡��� [∅��
�(�� , �̃)− ∅�

����, �|�|��)� ����= ���(∅��
�(�� , �̃), ��) 

≡��� [∅��
�(�� , �̃)|��

= ���(∅��
�(�� , �̃), ��)− ∅�

����, �|�|��)� ��/��= ���(∅��
����, �|�|��)� �, ��� 

≡(q+1 )��
��∅��

�(�� , �̃), ��� − ��
�(∅��

����, �|�|��)� �, ��� ≡��� 
���

�

���
� |����  ��

� (�� , t). 
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The letter congruence means that the collection ���
�(�� , �̃) is a homogeneous polynomial in �̃ =  

(  �̃�, … … , �̃�) of degree q+1 with coefficients in H0 (X , ��
� �⃒

) . We now see that {���
�(�� , �̃)} 

takes Values in fact in  ��
� �⃒

. This requires to show that  

��
�(�� , �̃)=  −  

���
����, ��

���
�  

Hence by definition, 

 

                                  ��
�(�� , �̃) ≡�+ 1 ∅��

�(�� , �̃)−  ∅��
���� , �|�|(�)� �                                            (3)                                                     

And 

                                      ��
�(�� , �̃) ≡�+ 1 ∅��

�(�� , �̃)−  ∅��
� ��� , �|�|(�)� �                                                (4)                                                           

(4) 

Differentiate (3) with respect to  

���
����,���

���
�  =    

�∅��
����,���

���
�  - 

�∅��
0
��� ,�

|�|(�)��

���
�  

Equation (4) implies  

                            ��
�(�� , �̃) = −  

���
����, ��

���
� −  ∑ ∅��

��
������ (��, t)

�∅��
����, ��

���
�  +  

�∅�
�
� ��� ,�|�|(�)� �

���
�  

                                              + ∑ ∅��
��

������ (��, t)
�∅�

�
� ��� ,�|�|(�)� �

���
�  

 

As  ∅��
����,�̃� = � ∅��

�(�� , �̃) , ∅��
����,�̃� = � ∅�

�(�� , �̃) and degree ∅��
� , ∅��

� ≥ 1, degree   ∅��
�, ∅��

�  ≥ 1, 

so the second and fourth terms of equation (5) cancel out by induction assumption, yielding 

                                   ��
�(�� , �̃) = - (  

�∅��
����,���

���
�  – 

�∅�
�
� ��� ,�|�|(�)� �

���
�   

 Hence 

��
�(�� , �̃)= - 

��� �
����,���

���
�  
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Therefore, { ��
�(�� , �̃)} represents a global section of bundle  ��

� �⃒
 so that we can decompose 

again over the basis section { ��/�
� (�� , �̃)}  

��
�(�� , �̃) = ∑ ���� 

� (�̃)�
������

�∅��/1
�

���,���

���  

Where, the coefficient����(�̃) are vector valued homogeneous polynomials in �̃�, … … , �̃� 

Of degree q+1, defining  

�|���|(�)�  = , �|�|(�)�  + , �|���|(�)�  , 

We have  

∅��
����,�̃� ≡��� ∅��

���� , �|�|(�)� � +  ��
�(�� , �̃) 

≡��� ∅��
���� , �|���|(�)� �. 

This completes our inductive construction of the polynomials �|�|(�)�   satisfying equations (2)�. 

The convergence of the resulting formal power series 

�(�̌) =  �� ( �̃)+ ��( �̃)+  �� ( �̃) +…………….. 

for all �̃ in some open neighborhood of the origin in ℂ� follows from estimates by Kodaira [22], 

which carry over verbatim to our case, this completes the proof. 
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Conclusion 

 

The object of our study is the set M, of all possible holomorphic deformations of an isotropic sub 

manifolds   X inside Y remain isotropic. 

We define a subshef of Abelian groups in the sheaves ��/� as ���/�: = ������(��)�, 

Where ��:��/� →  ����is the canonical epimorphism and  �: �� → ���� , which is the main 

object,We show that that the infinite sequence of obstructions to deforming an isotropic sub 

manifolds X of Y is controlled by the cohomologics �� ( �,  ���/� ) and  �� ( �,  ���/� ). The only 

(though very essential) novelty in our case is that the infinite sequence of obstructions to 

agreements on overlaps of formal power series is situated now in the cohomology group 

�� ( �,  ���/�) rather than in �� ( �, ��). For the case of Legendre submanifold X of Y. 

Here, ���/� ≡ �� which implies  �� ( �,  ���/�) ≡ �� ( �, ��) and therefore that generalizes   

Merkulov’s result to the isotropic submanifold.  If �� ( �,  ��
� �⃒

) = 0 then there exists a complete 

and maximal analytic family { ��  ↦ � \ � � � } of compact complex isotropic submanifold �� 

of Complex contact manifold Y with the moduli spaces M, called isotropic moduli space, being a 

�� ( �,  ��
� �⃒

 )- dimensional smooth complex manifold, there are strong indications that the 

isotropic moduli spaces will play a pivotal role in the twister theory of   G- Structures with 

restricted invariant torsion.  
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